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ABSTRACT
Many activation values of Convolutional Neural Networks (CNNs)
are zeros due to ReLU (Rectified Linear Unit), one of the most com-
mon activation functions used in modern neural networks. Since
ReLU outputs are zero for all negative inputs, existing CNN accel-
eration approaches estimate zero outputs to skip redundant com-
putation, which has to sacrifice accuracy for efficiency and leads to
dilemma trade-offs and cockamamie configuration. In this paper, we
introduce a lossless acceleration method ConvReLU++ for CNN in-
ference on mobile devices, which accurately detects and skips zero-
outputs for speedup without failures. The key to early negative de-
tection is adopting reference-based upper-bounds calculation. This
ensures that as soon as the intermediate results become negative,
the final results are guaranteed to be negative. Upon detection, the
remaining computation can be skipped and the following ReLU out-
put can be simply set to zero. We rigorously prove the losslessness
property of ConvReLU++, analyze the theoretical FLOPs reduction,
and show the compatibility of our method with vector-level paral-
lelism on mobile platforms. We implement ConvReLU++ in popular
mobile inference frameworks and evaluate it on common deep vi-
sion tasks. The results demonstrate that ConvReLU++ can achieve
2.90% to 8.91% latency reduction over the original inference frame-
work on edge devices without sacrificing accuracy. Our code can
be found at https://github.com/GAIR-team/conv_relu_plus_plus.

CCS CONCEPTS
• Computer systems organization → Embedded systems; •
Computing methodologies→Machine learning.
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1 INTRODUCTION
CNNs [26] are widely used in many computer vision tasks, such as
optical character recognition [28, 33], object tracking [4, 22, 48, 54],
industrial defect detection [49, 52] and medical image analysis
[3, 41]. Deploying CNNs to edge devices (such as mobile phones,
smart cameras, satellites, and robot arms) has become an increasing
need due to various reasons including latency requirements, privacy
concerns, and unavailable/unstable network connections [31, 50].
CPU is the most widely-used target hardware in these deployments
due to its wide availablity and high compatibility [2, 5, 13, 15, 27].

The execution of typical CNNs requires a lot of computing power
and energy. To alleviate the problem, various CNN inference ac-
celeration approaches such as model compression [8, 44], domain-
specific processors [42, 47], and system optimization [40, 55], etc.,
have been developed to execute CNNs more efficiently.

To optimize CNN inference on edge devices, we seek an opportu-
nity for saving computation and latency from ReLU, a widely used
activation function for CNNs due to its practicality. A nice property
of the Conv-ReLU (Convolution layer followed by ReLU activation)
structure is its high output sparsity, i.e., the output of Conv-ReLU
may contain a large portion of zeros. Specifically, the ReLU acti-
vation function will convert all negative values in the output of
Convolution layer to zeros. It means that the computation cost to
obtain the precise negative values in the Convolution operation
may be wasted. Although such wasted computation may not in-
duce too much overhead on high-performance machines where the
dense matrix operations are highly optimized, it can be significant
on the resource-limited edge and mobile devices.

Our method is based on the insight that judging whether the out-
put of a vector multiplication operation is negative can be faster than
actually executing it. Thus, the vector multiplication operations before
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Figure 1: The high-level idea of ConvReLU++. In the Conv-
ReLU structure, we can skip negative-output vector multi-
plications (i.e., dot products between input patches x𝑖, 𝑗 and
convolution weights w𝑘 ) with the help of carefully selected
references.

a ReLU activation can be skipped if their output values are foreseen
negative. We call such cases of anticipating negative-value output
without actual computation as foreseen output sparsity. Specifically,
in the common Conv-ReLU structure, the interaction between a con-
volution filter and its receptive field is a vector multiplication opera-
tion where the optimization can be applied. Meanwhile, the limited
parallelism and flexible instruction sets on mobile CPUs make it fea-
sible to achieve actual speedups by skipping these negative-output
computations.

Prior work has proposed various ways to identify and skip such
redundant multiplications [6, 24, 46, 53, 56], but they are either lossy
or only applicable in specific scenarios (e.g., continuous inference
with video content). The key to achieving acceleration on general
vision tasks with foreseen output sparsity is identifying negative-
output operations with low overhead and high success rate.

We introduce a reference-based method to identify and reduce
unnecessary vector multiplications in Conv-ReLU structures for
general vision tasks.

First, given a Conv kernel and its input patches to be multi-
plied, we perform a fast hash-based clustering to get a set of ref-
erence patches that are representative in the feature map. The dot
products between the reference patches and the Conv kernel are
pre-computed for comparison later. Then we calculate a tight upper-
bound of the dot product between the Conv kernel and other input
patches by comparing them with the reference patches. Finally, we
identify the unnecessary (negative-output) multiplications and skip
them in the convolution operation to reduce computational cost.
The high-level idea is illustrated in Figure 1. All steps are designed
to be compatible with vector-level parallelism, which can utilize
advanced SIMD intrinsics on mobile platforms (e.g., ARM NEON).

ConvReLU++ is implemented in ncnn [34] and TFLM (Tensorflow
Lite for Microcontrollers) [11], two widely-used mobile deep learn-
ing frameworks. We also show that other similar structures (e.g.,
Conv-BN-ReLU) and similar activation functions (e.g., ReLU6) can
be easily supported by extending our technique. Since our method
is an operator-level optimization, we only need to modify the Conv-
ReLU kernel in the frameworks. The models developed with the
framework can be seamlessly executed without modification.

We evaluate our methods on image classification and object
detection tasks with common datasets (ImageNet, TSRD, MNIST-
ROT, Industrial Images, COCO, and PnPLO) and models (ResNet50,
MobileNet, VGG16, Faster R-CNN, SSD, etc.). The results show that
our methods can achieve up to 43.77% end-to-end FLOPs reduction
on these tasks, constantly outperforming the original inference
framework and strong baselines.

Our work makes the following research contributions:
• We introduce an operator-level lossless acceleration method
for Conv-ReLU structures. Our approach is lossless, compat-
ible with parallel computation, applicable to general vision
inference tasks, and does not require model training.

• We design a novel hash-based clustering method for input
reference selection and a lightweight upper-bound calcula-
tion method for redundant vector multiplication detection.

• We prove the losslessness of our method and demonstrate
its effectiveness of FLOPs reduction and inference speedup
on common tasks and real devices. Our code will be open-
sourced.

2 BACKGROUND AND CHALLENGES
2.1 Preliminaries on Conv-ReLU Structures
Convolution neural networks (CNNs) are widely used in various
vision inference tasks such as image classification, object detection,
and semantic segmentation. Due to the remarkable performance
achieved with a fairly small amount of parameters, it is also the
default choice for intelligent mobile/edge vision applications.

Conv-ReLU structures (i.e., convolutional layers followed by
ReLU activation) are common in popular CNN models, which are
used to convert the input image or feature map to higher-level
features. Suppose 𝑙W is a 2D convolution layer with input feature
map x, weight W ∈ R𝑅×𝑆×𝐶×𝐾 , and bias b ∈ R𝐾 , where 𝑅 × 𝑆 is
the convolution kernel size and 𝐶 and 𝐾 are the sizes of input and
output channels, respectively. We use y to represent the output
of the Conv-ReLU layer. The element at location (𝑖, 𝑗) in the 𝑘-th
channel of y can be written as

y𝑖, 𝑗,𝑘 = ReLU

(
𝑅−1∑︁
𝑟=0

𝑆−1∑︁
𝑠=0

𝐶−1∑︁
𝑐=0

x𝑖+𝑟,𝑗+𝑠,𝑐 ·W𝑟,𝑠,𝑐,𝑘 + b𝑘

)
= ReLU

(
x𝑖, 𝑗 ·w𝑘

)
,

(1)

where x𝑖, 𝑗 and w𝑘 are vectors of length (𝐶𝑅𝑆 + 1) obtained by
flattening the sub-matrix of x and W at corresponding indices,
given by

x𝑖, 𝑗 =
[
x𝑖, 𝑗,0, x𝑖, 𝑗,1, . . . , x𝑖+𝑅−1, 𝑗+𝑆−1,𝐶−1, 1

]
w𝑘 =

[
W0,0,0,𝑘 ,W0,0,1,𝑘 , . . . ,W𝑅−1,𝑆−1,𝐶−1,𝑘 , b𝑘

]
,

(2)

where we append the bias parameter b𝑘 to the last of w𝑘 and 1 to
the last of x𝑖, 𝑗 for simplicity.

Therefore, the whole computation in a Conv-ReLU structure can
be seen as a batch of long-vector multiplications, each of which
computes an element in y, followed by a ReLU operation that con-
verts all negative products to zeros. Since the vector multiplications
are independent of each other, they can execute in parallel on multi-
processor architectures.
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Figure 2: The number of zero-output FLOPs in each Conv-
ReLU layer of VGG16 by feeding 5000 random images in
ImageNet.

Figure 3: Similarity between input patches of Conv-ReLU is
common in the input image (a), across images in a batch (b),
and in the feature map (c). Similar patches are marked in
green boxes.

2.2 Data Patterns of Conv-ReLU
We further analyze the input and output data patterns of Conv-
ReLU structures by testing them on real vision inference tasks.

High sparsity in the output. According to Equation 1 and
Equation 2, computing each element y𝑖, 𝑗,𝑘 of the output matrix
of a Conv-ReLU layer requires a multiplication between two long
vectors. However, the precise vector product is not used if the value
is negative due to the ReLU operation. Since calculating whether
y𝑖, 𝑗,𝑘 is positive or negative is relatively easier than actually calcu-
lating it, the computational cost of the long vector multiplication
x𝑖, 𝑗 ·w𝑘 can potentially be reduced if we can infer the sign of y𝑖, 𝑗,𝑘
with smaller cost.

The ratio of potentially reducible computation is related to the
output sparsity of the Conv-ReLU operation (i.e., the portion of
zeros in the output matrix of each Conv-ReLU layer). Figure 2
shows the amount and portion of floating-point operations (FLOPs)
the produce zeros in each Conv-ReLU layer of VGG model. We can
notice that the sparsity ratio and the portion of computation related
to the sparse output are both high (53.29% ∼ 93.43%), meaning that
there is a great potential for acceleration.

High similarity between input patches. As mentioned in
Section 2.1, a Conv-ReLU operation can be viewed as a combination
of many vector multiplications between a fixed Conv weight vector
and many input patches at different locations. In a typical vision
inference pass, the input patches of a Conv-ReLU structure may be
similar or even identical with each other.

As shown in Figure 3, the similarity between input patches can
be easily found in a single image, across different images, and in
intermediate feature maps.

Patch similarities are common in most real-world applications,
especially in high-resolution vision tasks, such as people tracking,
medical diagnosis, material defect detection, etc. We have found
that many previous approaches [35, 46, 53, 56] also utilize such
patch similarity for deep learning acceleration.

2.3 Opportunity and Challenges
The high sparsity of output and high similarity between input
patches in the Conv-ReLU structure bring us the opportunity to
achieve lossless acceleration.

Specifically, if we can identify the negative-output vector mul-
tiplications in Conv-ReLU without calculating them, we have the
opportunity to achieve lossless acceleration by skipping the unnec-
essary multiplications. Formally, suppose we have a function 𝜙 that
calculates the upper-bound of a vector multiplication operation
x𝑖, 𝑗 ·w𝑘 .

y𝑖, 𝑗,𝑘 = 𝜙 (x𝑖, 𝑗 ,w𝑘 ) = 𝑢𝑝𝑝𝑒𝑟𝑏𝑜𝑢𝑛𝑑 (x𝑖, 𝑗 ·w𝑘 ),

where the function 𝜙 , the calculation of y𝑖, 𝑗,𝑘 can be written as

y𝑖, 𝑗,𝑘 =

{
0, if y𝑖, 𝑗,𝑘 ≤ 0
ReLU

(
x𝑖, 𝑗 ·w𝑘

)
, otherwise.

The computation of Conv-ReLU structures can be reduced if the
upper-bound calculation function 𝜙 is more lightweight than the
vector multiplication and the portion of x𝑖, 𝑗 that has 𝜙 (x𝑖, 𝑗 ,w𝑘 ) ≤
0 is high. Wakatsuki et al. [46] introduce such an upper-bound
calculation function that can be used in continuous video inference
scenarios. Specifically, they use the input patch difference between
successive video frames to calculate the upper-bound:

x𝑖, 𝑗 ·w𝑘 = x𝑡−1𝑖, 𝑗 ·w𝑘 +
(
x𝑖, 𝑗 − x𝑡−1𝑖, 𝑗

)
·w𝑘

≤ x𝑡−1𝑖, 𝑗 ·w𝑘 + ||x𝑖, 𝑗 − x𝑡−1𝑖, 𝑗 | | × | |w𝑘 | |,
(3)

where x𝑡−1
𝑖, 𝑗

is the input patch at the same location of x𝑖, 𝑗 in the last
frame. Calculating the upper-bound with Equation 3 is lightweight
since x𝑡−1

𝑖, 𝑗
· w𝑘 has been computed in the last frame, | |w𝑘 | | is

constant, and | |x𝑖, 𝑗 − x𝑡−1
𝑖, 𝑗

| | can be reused for different kernels in
an inference pass. However, their method can only be applied to
video streams and requires the video content to be relatively static.
The inference cost may even increase if the inter-frame difference
is high.

In general vision inference tasks, using the last frame for com-
parison is not feasible, but the similarity between input patches
of Conv-ReLU brings us another opportunity - we can let some
input patches be the references for other similar input patches in
the same forward pass. However, using this to achieve lossless ac-
celeration is non-trivial, and there are three difficulties that have
to be addressed:

(1) How to select the references in a single inference pass. The
references must be useful and the selection must be efficient
to achieve acceleration.

(2) How to effectively detect and skip unnecessary computations
based on the selected references.

(3) How to retain the parallelism of Conv-ReLU operation, so
that the acceleration method can be compatible with mobile
SIMD architectures.
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Figure 4: The vision inference system equipped with our
method. Our method can be seamlessly integrated into the
inference engine as an operator kernel.

3 OUR APPROACH: CONVRELU++
We introduce ConvReLU++, a lossless acceleration method for mo-
bile deep vision tasks. The main idea of our method is to skip
unnecessary long-vector multiplications in Conv-ReLU operations
based on the similarity between input patches. Specifically, we in-
troduce a hash-based method to efficiently identify reference input
patches, and a tight upper-bound calculation method to identify
unnecessary vector multiplications. The whole solution is designed
in compatibility with vector-level parallelism, which can map to
actual latency reduction on mobile and edge platforms.

Our method can be transparently integrated into existing deep
learning inference frameworks by replacing the Conv-ReLU kernel,
as shown in Figure 4. As a result, our method has the key advantages
that (1) no effort is required by the application developers and there
will be no accuracy drop, and (2) the method is applicable to general
CNN-based vision tasks as long as the model contains Conv-ReLU
structures.

3.1 Overall Procedure
The overview of the Conv-ReLU operation optimized with Con-
vReLU++ is shown in Figure 5 and the pseudocode is shown in
Algorithm 1. Similar to the original Conv-ReLU kernel, the input of
ConvReLU++ kernel is the unfolded input image (or feature map),
where each row is an input patch to be multiplied with the Conv
kernel weight.

First, we introduce a patch hashing method to cluster similar
input patches into groups. The clustering is efficiently achieved
by directly computing the cluster indices 𝑐𝑙𝑢𝑠𝑡𝑒𝑟_𝑖𝑑 for all input
patches with a lightweight hash function patch_hash (line 1).

Then we select the cluster centroids as the references (denoted as
𝑟𝑒 𝑓 𝑒𝑟𝑒𝑛𝑐𝑒𝑠) and the remained patches are denoted 𝑛𝑜𝑛-𝑟𝑒 𝑓 𝑒𝑟𝑒𝑛𝑐𝑒𝑠
(line 2-3). The Conv outputs of the references (i.e., the dot prod-
ucts between the reference patches and the Conv kernel) are pre-
computed before other input patches (line 5-7).

Next, for each non-reference input patch, x𝑖, 𝑗 and Conv filter
w𝑤 , ConvReLU++ calculates the upper-bound of their dot product

Algorithm 1: The procedure of the Conv-ReLU operation
in ConvReLU++.
Input: Convolution layer input x, layer weightW, hash

function 𝐻 , pre-computed weight slice magnitudes
w_MAG

Output: Conv-ReLU layer output y
1 cluster_id = 𝑟𝑜𝑢𝑛𝑑 (_ × 𝑝𝑎𝑡𝑐ℎ_ℎ𝑎𝑠ℎ(x))
2 references = [all cluster centroid indices]
3 non-references = [the remaining indices]
4 @parallelizable
5 for (𝑖, 𝑗) in references do
6 for 𝑘 = 0 → 𝐾 − 1 do
7 y𝑖, 𝑗,𝑘 = x𝑖, 𝑗 ·w𝑘

8 @parallelizable
9 for (𝑖, 𝑗) in non-references do
10 Get reference indice (𝑖 ′, 𝑗 ′) of cluster cluster_id𝑖, 𝑗
11 Get pre-computed x𝑟𝑒 𝑓

𝑖, 𝑗
= x𝑖′, 𝑗 ′ and y𝑟𝑒 𝑓

𝑖, 𝑗
= y𝑖′, 𝑗 ′

12 𝛿 = | |x𝑖, 𝑗 − x𝑟𝑒 𝑓
𝑖, 𝑗

| |
13 for 𝑘 = 0 → 𝐾 − 1 do
14 Calculate 𝜙 (𝛿,w𝑘 ) with | |𝛿 | | and w_MAG𝑘

15 y𝑖, 𝑗,𝑘 = 𝑦
𝑟𝑒 𝑓

𝑖, 𝑗
+ 𝜙 (𝛿,w𝑘 )

16 if y𝑖, 𝑗,𝑘 ≤ 0 then
17 y𝑖, 𝑗,𝑘 = 0
18 else
19 y𝑖, 𝑗,𝑘 = x𝑖, 𝑗 ·w𝑘

y𝑖, 𝑗,𝑘 . The upper-bound calculation relies on a reference input x𝑟𝑒 𝑓
𝑖, 𝑗

and its pre-computed dot product with the same Conv filter 𝑦𝑟𝑒 𝑓
𝑖, 𝑗

(line 10-15, discussed in Section 3.3). The reference x𝑟𝑒 𝑓
𝑖, 𝑗

we used
here is the patch vector similar to x𝑖, 𝑗 , which lies in the same cluster
with x𝑖, 𝑗 .

Finally, each time before actually computing x𝑖, 𝑗 ·w𝑘 (line 19)
, ConvReLU++ determines whether to skip the long-vector mul-
tiplication based on the calculated upper-bound y𝑖, 𝑗,𝑘 (line 14).
If y𝑖, 𝑗,𝑘 ≤ 0 (line 16), we can foresee that x𝑖, 𝑗 · w𝑘 ≤ 0 and
𝑅𝑒𝐿𝑈 (x𝑖, 𝑗 ·w𝑘 ) = 0, such that we can directly set y𝑖, 𝑗,𝑘 = 0without
affecting the accuracy (line 17). Otherwise, we calculate the vector
multiplication x𝑖, 𝑗 ·w𝑘 to obtain the true value of y𝑖, 𝑗,𝑘 (line 19).

The final output of the Conv-ReLU operation y is the combina-
tion of the reference outputs, zeros produced by the skipped vector
multiplications, and the results of non-skippable vector multiplica-
tions.

Next subsections will introduce the key steps in this procedure
in more detail.

3.2 Hash-based Reference Selection
In the ConvReLU++ operator kernel, the first step is to select a set
of reference input patches that will be compared with other input
patches later for unnecessary operation detection.

The reference selection should meet several goals. First, the
references should be representative of all input patches to ensure
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Figure 5: The overall procedure of the Conv-ReLU operation in ConvReLU++.

they are effective in later comparison. Second, the selection must be
efficient, with the overhead much smaller than the corresponding
Conv-ReLU computation. Third, the number of selected references
should be controllable, since too many references would introduce
a large overhead and too few references might be less effective.

Intuitively, a way to find representative inferences from a large
set of input patches is clustering. Similar patches can be grouped
together and cluster centroids can be selected as the references.
However, applying traditional clustering method like k-means [17]
to reference selection is infeasible since it requires to do an intensive
comparison between input patches, which is too time-consuming
at runtime.

Instead, we attempt to direct partition the input patches into
groups through hashing. Specifically, we design a hash function
patch_hash that maps each input patch to a hash id, and the input
patches with the same hash id belong to the same cluster. Our
method is similar to Locality Sensitive Hashing (LSH), but ours is
more efficient as our hash function directly yields the cluster id
with one step, instead of computing and transforming multiple bits
in traditional LSH. We observe that the convolution kernels are able
to extract input features, where similar input patches have similar
output values. To make the hash function efficient, we convert the
output values of the mean convolution kernel to integers as the
hash indices. The selection of cluster centroid is not that critical,
and we pick the first one as the centroid for simplicity. The detailed
design is introduced below.

First, since the hash function is used in the Conv-ReLU kernel,
we propose to directly use a lightweight Conv layer as the hash
function. Suppose the shape of the original Conv kernel is of shape
𝑅 × 𝑆 ×𝐶 × 𝐾 , where 𝑅 × 𝑆 is the kernel size and 𝐶 and 𝐾 are the
input and output channel sizes. The Conv kernel shape of the hash
function is set to 𝑅 ×𝑆 ×𝐶 × 1, so that the hash function can predict
one value for each input patches in x.

The effect of the hash function is equivalent to performing a
linear transformation for each input patch x𝑖, 𝑗 , i.e.,

𝑝𝑎𝑡𝑐ℎ_ℎ𝑎𝑠ℎ(x𝑖, 𝑗 ) = 𝑤ℎ𝑎𝑠ℎ · x𝑖, 𝑗 ,

where𝑤ℎ𝑎𝑠ℎ is a vector with the same length as an unfolded Conv
filter w𝑘 . The weight of𝑤ℎ𝑎𝑠ℎ is set to the mean of all Conv filters
in the current Conv-ReLU structure so that the distance between
the patch_hash values can reflect the similarity between the input
patches and between their corresponding output values.

The output of patch_hash is a float number. We further convert
it to a cluster id through scaling and rounding:

𝑐𝑙𝑢𝑠𝑡𝑒𝑟_𝑖𝑑𝑖, 𝑗 = 𝑟𝑜𝑢𝑛𝑑 (_ × 𝑝𝑎𝑡𝑐ℎ_ℎ𝑎𝑠ℎ(x𝑖, 𝑗 )),

where _ is a hyperparameter to control the cluster size. With this
conversion, the similar input patches will have the same 𝑐𝑙𝑢𝑠𝑡𝑒𝑟_𝑖𝑑 .

Finally, we select the first input patch in each cluster as the clus-
ter centroid, which is used as the reference patch for other patches
in the same cluster. We save the mapping between the input patches
and the cluster ids and the mapping between the cluster ids and
the cluster centroids so that the reference for each input patch can
be efficiently retrieved with 𝑂 (1) complexity. Meanwhile, the cal-
culation of hash values only costs 1/𝐶 computation where 𝐶 is the
output channel size of Conv-ReLU. As a result, our design achieves
the goal of effectiveness and efficiency in reference selection.

3.3 Reference-based Bound Calculation
The goal of bound calculation in our system is to predict whether
the dot product between an input patch and a Conv filter is negative
so that the multiplication is skippable without accuracy sacrifice.

Our upper-bound calculation is based on

y𝑖, 𝑗,𝑘 = x𝑖, 𝑗 ·w𝑘 ≤ y𝑟𝑒 𝑓
𝑖, 𝑗,𝑘

+ 𝜙 (x𝑖, 𝑗 − x𝑟𝑒 𝑓
𝑖, 𝑗

,w𝑘 ), (4)

where x𝑖, 𝑗 is an input patch, and x𝑟𝑒 𝑓
𝑖, 𝑗

and y𝑟𝑒 𝑓
𝑖, 𝑗

are the input and
output of its reference. Thus, we precompute the Conv outputs for
all reference input patches before this step.

The key to using Equation 4 to calculate the upper-bound is to
design the function 𝜙 , which is used to calculate the upper-bound
of the scalar product between x𝑖, 𝑗 − x𝑟𝑒 𝑓

𝑖, 𝑗
and w𝑘 . Let us abbreviate

x𝑖, 𝑗 − x𝑟𝑒 𝑓
𝑖, 𝑗

to 𝛿 for simplicity.
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The upper-bound function proposed in ConvReLU++ is:
𝜙 (𝛿,w𝑘 ) =𝛿 [𝐼diff-sub] ·w𝑘 [𝐼diff-sub]

+ | |𝛿 | | × | |w𝑘 [𝐼𝑐diff-sub] | |,
(5)

where 𝐼diff-sub is a small subset of vector indices and 𝐼𝑐diff-sub is
its complement. 𝛿 [𝐼diff-sub], w𝑘 [𝐼diff-sub], and | |w𝑘 [𝐼𝑐diff-sub] | | are
subvectors of 𝛿 and w𝑘 sliced by the corresponding indices. Next,
we will show how and why Equation 5 gives a tight upper-bound
of 𝛿 ·w𝑘 .

First, by comparing the signs of the elements in 𝛿 and w𝑘 , we
can obtain two subsets of vector indices 𝐼all. 𝐼same is the indices
where elements have the same sign, and 𝐼diff is the indices where
the signs are different. i.e.,

𝐼same = {𝑖 | 𝛿 [𝑖] ×w𝑘 [𝑖] > 0},

𝐼diff = {𝑖 | 𝛿 [𝑖] ×w𝑘 [𝑖] ≤ 0}.
Then the dot product 𝛿 ·w𝑘 can be divided into two parts, including
a positive part (the dot product of two same-sign subvectors) and a
non-positive part (the dot product of two different-sign subvectors).
Thus, we have

𝛿 ·w𝑘 =𝛿 [𝐼same] ·w𝑘 [𝐼same] + 𝛿 [𝐼diff] ·w𝑘 [𝐼diff]
≤||𝛿 [𝐼same] | | × | |w𝑘 [𝐼same] | | + 𝛿 [𝐼diff] ·w𝑘 [𝐼diff] .

Comparing the signs of all elements of𝛿 withw𝑘 is time-consuming.
In practice, we can only compare a small number (denoted as 𝐸,
we set 𝐸 = 6 by default) of indices where the elements of w𝑘 have
the largest magnitudes. Suppose 𝐼diff-sub ⊆ 𝐼diff is a small subset of
different-sign indices found by comparing the signs of 𝐸 largest-
magnitude elements in w𝑘 with the corresponding elements in 𝛿 ,
and 𝐼𝑐diff-sub = 𝐼all − 𝐼diff-sub is the set of other indices. Then we have

𝛿 ·w𝑘 ≤||𝛿 [𝐼𝑐diff-sub] | | × | |w𝑘 [𝐼𝑐diff-sub] | |
+ 𝛿 [𝐼diff-sub] ·w𝑘 [𝐼diff-sub] .

(6)

Since 𝐼𝑐diff-sub is a long list of indices, calculating the magnitudes of
subvectors indexed by 𝐼𝑐diff-sub (i.e., | |𝛿 [𝐼

𝑐
diff-sub] | | and | |w𝑘 [𝐼

𝑐
diff-sub] | |)

is still heavy. Fortunately, we can precompute | |w𝑘 [𝐼𝑐diff-sub] | | with
different combinations of 𝐼diff-sub (the number of combinations
would not be large because 𝐸 is small) at offline. Moreover, we can
replace | |𝛿 [𝐼𝑐diff-sub] | | with its upper-bound | |𝛿 | | in Equation 6, i.e.,

𝛿 ·w𝑘 ≤ ||𝛿 | | × | |w𝑘 [𝐼𝑐diff-sub] | | + 𝛿 [𝐼diff-sub] ·w𝑘 [𝐼diff-sub]
= 𝜙 (𝛿,w𝑘 ) .

The upper-bound in Equation 3 adopted by Wakatsuki et al. [46]
can be written as

𝜙base (𝛿,w𝑘 ) = | |𝛿 | | × | |w𝑘 | |. (7)

Clearly, our upper-bound 𝜙 (𝛿,w𝑘 ) is tighter than 𝜙base (𝛿,w𝑘 )
because | |𝛿 | | × | |w𝑘 [𝐼𝑐diff-sub] | | < | |𝛿 | | × | |w𝑘 | | and 𝛿 [𝐼diff-sub] ·
w𝑘 [𝐼diff-sub] is negative.

To sum up, we can obtain 𝜙 (𝛿,w𝑘 ) with a lightweight sign com-
parison over a small number of indices (𝐼diff-sub), a dot product
between two short vectors (𝛿 [𝐼diff-sub] ·w𝑘 [𝐼diff-sub]), a vector mag-
nitude calculated shared by all convolution kernels (| |𝛿 | |), and sev-
eral offline weight magnitude calculations (| |w𝑘 [𝐼𝑐diff-sub] | |). Finally,
we can estimate the upper-bound of x𝑖, 𝑗 · w𝑘 according to Equa-
tion 4.

3.4 Theoretical Performance Analysis
We analyze the theoretical speedup of our method in this subsec-
tion. First, we consider the process of calculating the activation
values of all convolution channels at a specific location (𝑖, 𝑗). The
original convolution operation will require𝐾 vector multiplications
between the input vector x𝑖, 𝑗 and the convolution kernel weights
{w1,w2, ...,w𝐾 }. Both x𝑖, 𝑗 and w𝑘 have the length 𝐿 = (𝐶𝑅𝑆 + 1).
Thus, the total FLOPs of computing the convolution layer output
at location (𝑖, 𝑗) with the conventional kernel is 𝐾𝐶𝑅𝑆 .

Reduced Computation. Suppose 𝑝𝜙 is the portion of convo-
lution kernels whose dot product with the input x𝑖, 𝑗 has a non-
positive upper-bound (i.e., y𝑖, 𝑗,𝑘 ≤ 0), then our Conv-ReLU kernel
will skip 𝑝𝜙𝐾 vector multiplications when computing the activa-
tion values {y𝑖, 𝑗,1, y𝑖, 𝑗,2, ..., y𝑖, 𝑗,𝐾 }. The number of reduced FLOPs
is 𝑝𝜙𝐾𝐶𝑅𝑆 .

Induced Overhead. The overhead of ConvReLU++ comes from
patch clustering and upper-bound calculation.

The computation FLOPs of 𝑝𝑎𝑡𝑐ℎ_ℎ𝑎𝑠ℎ(x𝑖, 𝑗 ) = 𝑤ℎ𝑎𝑠ℎ · x𝑖, 𝑗 is
𝑁𝐶𝑅𝑆 , where 𝑁 is the total number of x𝑖, 𝑗 . Line 2-3 takes no extra
computation since it can be finished within line 1. Thus, the total
overhead FLOPs of line 1-3 is 𝑁𝐶𝑅𝑆 .

Line 10-11 takes no extra computation sincewe have already com-
puted them within line 1-3. The FLOPs of line 12 is 𝐶𝑅𝑆 which can
be viewed as a vector product. Line 14-15 computes upper-bound
y𝑖, 𝑗,𝑘 where takes 𝐸 sign comparisons to determine the different-
sign indices 𝐼diff-sub and about 𝐸 FLOPs to evaluate 𝜙 . Thus, the
total overhead FLOPs of line 10-15 is 𝑁 (𝐶𝑅𝑆 + 𝐾𝐸).

ConvReLU++ can achieve speedup if the reduced computation
is larger than the induced overhead, i.e.,

𝑝𝜙𝐾𝐶𝑅𝑆 −𝐶𝑅𝑆 − (𝐶𝑅𝑆 + 𝐾𝐸) > 0.

In a regular inference pass, the ratio of skippable convolution
kernels 𝑝𝜙 can easily satisfy 𝑝𝜙𝐾 > 2 with carefully selected ref-
erences, and 𝐾𝐸 is negligible since 𝐸 are small numbers. Thus, the
speedup can be easily achieved.

The speedup ratio is determined by the quality of selected ref-
erences and input data characteristics. The references used in our
approach are the input patches with high similarity. Thus, Con-
vReLU++ can perform well on images with large same-content
areas. In the ideal case, if we could find a perfect reference x𝑟𝑒 𝑓

𝑖, 𝑗
for

each input vector x𝑖, 𝑗 with | |x𝑖, 𝑗 − x𝑟𝑒 𝑓
𝑖, 𝑗

| | ≈ 0, the ratio of skippable
vector multiplications 𝑝𝜙 in our optimized kernel will reach the
output sparsity ratio in each Conv-ReLU layer.

4 MOBILE PLATFORM INTEGRATION
The convolution operation is executed as a matrix multiplication in
most inference frameworks, as shown in Figure 6. The input image
(or feature map) is unfolded to a matrix with the im2col technique
[9], where each row is an input patch x𝑖, 𝑗 as described in Equation 2.

The Conv-ReLU operator kernel of ConvReLU++ requires skip-
ping certainmultiplications during the convolution operation, which
breaks the integrity of matrix multiplication. Thus, it can hardly
achieve meaningful acceleration on high-performance machines
where the dense matrix multiplication is highly optimized (e.g.,
with cuBLAS [36]).
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Figure 6: A convolution operation is executed as a matrix
multiplication between the unfolded input matrix x and un-
folded convolution kernel matrix W.

However, ConvReLU++ is especially suitable for mobile and edge
devices with limited computational abilities and/or less parallel
hardware architectures. Next, we describe how ConvReLU++ can
be integrated into such devices.

Devices with limited parallelism. There are lots of embedded
devices with little or no parallel computing ability [2, 5, 13]. They
typically have only one processor without advanced instruction
sets. On such devices, the convolution operator is a serial imple-
mentation, in which the floating point operations are executed
sequentially. Our algorithm can be easily integrated into such de-
vices according to Algorithm 1, where we only need to convert the
extra vector operations to their naive implementations and insert
them into the original operator.

Devices with vector-level parallelism. Some more advanced
edge devices (e.g., ARM-based Android smartphones) have the abil-
ity of vector-level parallelism, where the instruction set supports
vector operations and multiple processors can perform the vector
operations in parallel. Specifically, ARM has many vector regis-
ters for SIMD operations. For example, vmul_f32(vec1, vec2, res) is
used for long-vector multiplications, and vaddvq_f32(res) is used to
accumulate the result vector.

In ConvReLU++ kernel, there are lots of independent long-vector
multiplications x𝑖, 𝑗 · w𝑘 within loops. Thus, we use the ARM in-
trinsics to implement the vector multiplications. Besides, we use
multi-processing techniques (e.g., OpenMP [10]) to concurrently
perform the vector multiplications to achieve further acceleration.
Because the operations in ConvReLU++ kernel (including reference
precomputing, bound calculation, etc.) don’t interface with each
other, we can effectively utilize the parallel abilities on such devices.

Devices with sparse-optimized hardware. There are also
some domain-specific processors that are proposed to support skip-
pable matrix multiplication [1, 43, 51, 56, 57]. The main goal of these
custom architectures is to accelerate SDDMM (Sampled Dense-
Dense Matrix Multiplication [19]), in which the matrix multipli-
cation is represented as 𝑂 = 𝑀1𝑀2

⊙
𝑆 , where 𝑀1 and 𝑀2 are

input matrices, and 𝑆 is a boolean indicator matrix. 𝑂 [𝑖] [ 𝑗] is not
calculated where 𝑆 [𝑖] [ 𝑗] is False.

ConvReLU++ is perfectly compatible with these custom archi-
tectures. Since the skippable Conv-ReLU operation in ConvReLU++
can be written as 𝑅𝑒𝐿𝑈 (xW

⊙
𝑆), where the values of 𝑆 at the

indices with skippable multiplication are set to 0.

5 IMPLEMENTATION
We implement ConvReLU++ in two inference frameworks includ-
ing ncnn [34], and TensorFlow Lite for Microcontrollers (TFLM for

short) [11], which are the popular inference framework for mobile
devices and tiny embedded devices respectively. In ncnn, we first
calculate all w_MAG in advance before inference, which saves some
time and space overhead. During inference, to efficiently implement
the reference selection and upper-bound computations mentioned
in Algorithm 1, we precompute all the 𝛿 and store references in a
contiguous array to ensure CPU cache acceleration for subsequent
upper-bound computations. For computing vector multiplications,
we use SIMD acceleration and multi-threading to compute the
upper-bounds and vector multiplications simultaneously. The im-
plementation in TFLM is similar to in ncnn, except that the main
logic is implemented as a serial version of Algorithm 1.

Next, we highlight several special cases we faced and handled
during the implementation.

Supporting BatchNorm (BN). There are lots of Conv-BN-ReLU
structures in modern CNNs, which are not directly supported using
ConvReLU++. However, we can slightly adapt ConvReLU++ to sup-
port these structures. Specifically, we convert the Conv-BN-ReLU
structure to the Conv-ReLU structure by merging the Convolution
and BN into a single Convolution operation

y𝑖, 𝑗,𝑘 = ReLU
(
BN

(
x𝑖, 𝑗 ·w𝑘 + b𝑘

) )
= ReLU

(
x𝑖, 𝑗 ·w𝑘 + b𝑘 − `√

𝜎2 + 𝜖
𝛾 + 𝛽

)
= ReLU

(
x𝑖, 𝑗 ·w′

𝑘
+ b′

𝑘

)
,

where w′
𝑘
=

𝛾√
𝜎2+𝜖

w𝑘 and b′
𝑘
=

b𝑘−`√
𝜎2+𝜖

𝛾 + 𝛽 . Thus, we can replace
all Conv-BN-ReLU structures with Conv-ReLU that can be directly
accelerated by ConvReLU++.

Supporting ReLU6. ReLU6 is a modification of the ReLU where
we limit the activation to a maximum size of 6. This is due to
increased robustness when used with low-precision computation.
Many CNN models designed for mobile platforms (e.g., MobileNet)
utilize this structure. We support ReLU6 by adjusting the way to
compute y𝑖, 𝑗,𝑘 , where we can use both the upper-bounds and the
lower bounds to determine skippable vector multiplications.

y𝑖, 𝑗,𝑘 =


0, if y𝑖, 𝑗,𝑘 ≤ 0
6, if y𝑖, 𝑗,𝑘 ≥ 6
ReLU

(
x𝑖, 𝑗 ·w𝑘

)
, otherwise,

where y𝑖, 𝑗,𝑘 is the upper-bound and y𝑖, 𝑗,𝑘 is the lower bound. Fol-
lowing the procedure of upper-bound calculation in ConvReLU++,
we can similarly calculate the lower bound by

y𝑖, 𝑗,𝑘 = x𝑖, 𝑗 ·w𝑘 = x𝑟𝑒 𝑓
𝑖, 𝑗

·w𝑘 −
(
x𝑟𝑒 𝑓
𝑖, 𝑗

− x𝑖, 𝑗
)
·w𝑘

≤ x𝑟𝑒 𝑓
𝑖, 𝑗

·w𝑘 − 𝜙 (x
𝑟𝑒 𝑓

𝑖, 𝑗
− x𝑖, 𝑗 ,w𝑘 ).

6 EVALUATION
We evaluate ConvReLU++ to answer the following research ques-
tions:

(1) Is our approach able to reduce FLOPs of CNN inference?
(2) How effective is each component in our system? e.g., hash-

based reference selection and reference-based bound calcu-
lation.
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(3) Does the mobile platform integration bring actual latency
reduction?

(4) What’s the memory overhead of our method?

6.1 Experimental Setup
We select common and real-world deep vision tasks to evaluate our
method, in comparison with closely-related baselines.

Tasks, datasets, and models. We focus on image classification
tasks and object detection tasks, which are the most common tasks
in literature and practice. The datasets we used include standard
datasets, such as MNIST-ROT (an extended version of MNIST) [25],
ImageNet [12], TSRD (Traffic Sign Recognition Database) [58], and
industrial defect detection dataset (Industrial Images for short) [45].
Regarding the models, we include common and state-of-the-art
CNN models including ResNet, VGG, FasterRCNN, MobileNet, etc.
for complex tasks and a vanilla two-layer CNN model (VanillaCNN
for short) for simple tasks. We use the standard architectures and
pre-trained weights for the models without any customization. The
detailed list is shown in Table 1.

Baselines. It is difficult for us to find a baseline that is both
lossless and generic. Instead, we compare with SparseNN [56] and
SeerNet [6], which are representative lossy approaches that also
propose to skip unnecessary or unimportant computation in Conv-
ReLU structures. Wakatsuki et al. [46] is lossless, but it supports
video scenario only. Thus we just compare our upper-bound cal-
culation method 𝜙 with theirs (𝜙𝑏𝑎𝑠𝑒 ). Unfortunately, we couldn’t
find the source code of these baseline methods, thus we implement
them by ourselves following their papers. Since supporting differ-
ent models with the baseline methods requires tremendous effort,
we compare with them the vanilla two-layer CNN model and the
MNIST-ROT dataset.

Platforms.We also test the latency reduction performance of
ConvReLU++ on real edge devices, including an Arduino Nano
board (Arm Cortex-M4) and an Android smartphone (Snapdragon
865), which are based on TFLM [11] and ncnn [34] frameworks
respectively.

6.2 Inference FLOPs Reduction
We first evaluate the effectiveness of inference FLOPs reduction,
which is a direct indicator of how much computational cost can be
saved. The results are shown in Table 1.

First of all, ConvReLU++ achieves lossless FLOPs reduction on
all tasks, with the reduction ratio ranging from 1.87% to 43.77%
according to the results. Given the fact that our method is a lossless
approach, we believe our method is useful for a wide range of deep
vision tasks.

The computation reduction ratio of our method is highly depen-
dent on both the dataset and the model. We first analyze the impact
of datasets. The highest FLOPs reduction (43.77%) is achieved on
the image classification task with the MNIST-ROT dataset. The
Industrial Images and TSRD datasets also produce high FLOPs re-
duction ratios of 24.91% and 12.16%. However, the FLOPs reduction
is less significant (lower than 6%) on ImageNet. A similarity of the
datasets on which ConvReLU++ performs well is that the images
contain large areas of similar pixels (e.g., background, object sur-
face, etc.), which helps our method to select betters references and

skip more vector multiplications. Many other real-world data have
similar properties as MNIST images, such as medical images and
space images. We believe ConvReLU++ can also perform well on
such tasks.

Then we analyze the impact of model architectures on the ef-
fectiveness of ConvReLU++. On the ImageNet dataset, ResNet50,
VGG16, and SqueezeNet achieve different ratios of FLOPs reduc-
tion ranging from 2.62% to 5.28%. On the Industrial Images dataset,
ResNet50 achieves 11.81% FLOPs reduction and VGG16 achieves
24.91% FLOPs reduction. Our method constantly performs better
with VGG16 than ResNet50. One reason is that VGG16 contains a
larger portion of Conv-ReLU structures where our method can be
applied. Besides, ResNet50 model is deeper, and the spatial locality
in deeper layers is low as the features are mixed together, which
degrades the ability of our method in detecting skippable vector
multiplications.

The types of vision tasks do not pose unique challenges for our
approach. The FLOPs reduction patterns we observed on object
detection tasks are similar to those on the classification tasks. How-
ever, since the ratio of Conv-ReLU structures is lower in detection
models, the speedup ratio is not as high as on classification tasks.

We further conduct a breakdown analysis of the FLOPs reduction
in each Conv-ReLU layer. The results are shown in Figure 7, where
we can observe that almost all Conv-ReLU layers can benefit from
our methods for FLOPs reduction. However, the ratio of FLOPs
reduction is generally lower in deeper layers, which explains the
reason why our method performs better on shallower networks.

Comparison with the lossy method. Table 2 shows the com-
putation reduction performance of our methods and the baselines
(SparseNN & SeerNet). The baselines have to trade accuracy for
efficiency. Although they can sometimes achieve higher speedup, it
usually leads to higher accuracy loss, even on simple datasets like
MNIST-ROT. We suspect the accuracy loss may become even higher
on more complicated tasks. Moreover, finding the optimal tradeoff
between accuracy and latency is also difficult and time-consuming
for developers.

6.3 Breakdown Analysis
We further analyze the effectiveness of each individual component
in ConvReLU++.

Reference Selection. We compare our hash-based reference
selection method with two baselines, including a stride selection
strategy that uses the input patch x𝑖, 𝑗 as the reference for patches
between {x𝑖, 𝑗−𝑘 and x𝑖, 𝑗+𝑘 , ...} (𝑘 is the stride size) and a random
strategy that selects random input patches as the references. Table 3
shows the relative FLOPs achieved by ConvReLU++ using the three
different reference selection strategies.

The best reference effectiveness (56.23% relative FLOPs, aka.
43.77% FLOPs reduction) is achieved by our hash-based strategy
with a reference ratio of 6.72%. This is due to the ability of our
method to cluster similar patches through efficient hashing. The
random reference selection strategy is not effective as it can only
produce 10% FLOPs reduction with different reference ratios. The
stride strategy is better because it utilizes some simple spatial lo-
cality patterns, although the effectiveness is still much lower than
ours.
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Table 1: Models and tasks used in our experiments and the average FLOPs reduction ratio achieved by our approach. The #
Layers column is the number of Conv-ReLU layers compared with the total number of layers (excluding non-parametric layers).

ID Task Model # Layers Dataset Original GFLOPs Our GFLOPs

1 Classification VanillaCNN 2/2 MNIST-ROT [25] 0.02 0.01 (-43.77%)
2 Classification ResNet50 [18] 33/50 ImageNet [12] 8.24 8.02 (-2.62%)
3 Classification VGG16 [32] 13/16 ImageNet [12] 15.50 14.87 (-4.08%)
4 Classification SqueezeNet [21] 12/18 ImageNet [12] 0.35 0.33 (-5.28%)
5 Classification ResNet50 [18] 33/50 Industrial Images [45] 24.22 21.40 (-11.81%)
6 Classification VGG16 [32] 13/16 Industrial Images [45] 90.64 68.06 (-24.91%)
7 Detection FasterRCNN [39] 8/17 COCO [29] 23.50 21.81 (-7.21%)
8 Detection FasterRCNN [39] 8/17 TSRD [58] 23.50 20.64 (-12.16%)
9 Detection MobileNet-SSD [20] 47/60 COCO [29] 1.23 1.16 (-5.44%)
10 Detection MobileNet-SSD [20] 47/60 TSRD [58] 1.23 1.10 (-10.82%)

Figure 7: Layer-wise FLOPs reduction achieved by ConvReLU++ on different models and tasks.

The reference ratio (the portion of input patches used as ref-
erences) of our method is controlled by the hash scaling factor _
(Section 3.2). We can see that the FLOPs reduction effectiveness is
not significantly affected by the reference ratio, but there exists an
optimal reference ratio. Other reference ratios higher or lower than
it may lead to higher reference precomputing overhead or lower
success rate of negative output detection.

We also visualize the cluster indices generated by ConvReLU++
at different layers in Figure 8. We can see that similar patches are
likely to have the same cluster indices, which demonstrates the ef-
fectiveness of our patch clustering. Meanwhile, we observe that the
similarity between cluster indices is lower for high-variance images
and in deeper layers, which can explain the difference of FLOPs
reduction performance across models and datasets in Section 6.2.
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Table 2: Relative FLOPs of our method & lossy baselines on
MNIST-ROT dataset with Vanilla CNN model. r is a hyper-
parameter of SparseNN. ∗ means that SeerNet needs to run a
whole 4-bit quantized model.

Method Test Accuracy Relative FLOPs

SparseNN with r=1 14.82% 17.23%
SparseNN with r=2 42.35% 35.75%
SparseNN with r=4 72.88% 68.31%
SparseNN with r=9 93.34% 144.09%

SeerNet 90.12% 27.44% + 100.00% (4-bit)∗
Ours 93.34% 56.23%

Vanilla CNN 93.34% 100.00%

Table 3: Relative FLOPs achieved by ConvReLU++ with dif-
ferent reference selection strategies. Results obtained with
VanillaCNN and MNIST-ROT.

Method Relative FLOPs Reference Ratio

hash selection 56.23% 6.72%
hash selection 58.24% 1.09%
hash selection 61.09% 12.37%
stride selection 78.42% 50.00%
stride selection 79.19% 33.33%
stride selection 83.44% 25.00%
random selection 88.19% 5.00%
random selection 90.12% 15.00%
random selection 89.35% 25.00%

Figure 8: Visualization of the cluster indices generated by
ConvReLU++ in each Conv-ReLU layer of ResNet50. Image
#1 comes from ImageNet and #2 is from Industrial Images.

Bound Calculation Effectiveness. Since the upper-bound cal-
culation, 𝜙 is a crucial component in our approach (Equation 5),
we evaluate it separately by checking whether it yields a tighter
bound than the normal upper-bound 𝜙𝑏𝑎𝑠𝑒 (Equation 7). As shown
in Figure 9, the mean value of 𝜙/𝜙𝑏𝑎𝑠𝑒 among all convolution oper-
ations in ResNet50 is 0.95, and the minimum is 0.17. Based on the
distribution, our method gets a tighter bound than 𝜙𝑏𝑎𝑠𝑒 in most
cases and thus can skip more vector multiplication operations. The
right side of Figure 9 compares the end-to-end FLOPs reduction
obtained by using ConvReLU++ with different bound estimation
methods. Our upper-bound estimation method leads to about 1.5%

Figure 9: The distribution of 𝜙

𝜙𝑏𝑎𝑠𝑒
ratios in all convolution

operations (left) and relative FLOPs achieved by our method
with different bound calculation methods (right), obtained
with ResNet50 on Industrial Images.

higher computation reduction than the normal bound calculation
method.

6.4 Latency Reduction
We further examine whether the FLOPs reduction of ConvReLU++
can map to actual latency reduction on real edge devices. Specif-
ically, we test five inference tasks on two representative devices
including an Android smartphone and an Arduino Nano board. As
shown in Table 4, using ConvReLU++ can lead to latency reduction
on both the smartphone and the Arduino board, demonstrating the
applicability of ConvReLU++ on real-world edge devices.

However, we also observe that the latency reduction is smaller
than the FLOPs reduction (i.e., the theoretical upper bound of la-
tency reduction). There are several reasons for this. First, precom-
puting and retrieving the reference inputs and outputs during the
Conv-ReLU operation may break the sequential pattern of memory
access, which leads to a higher cache miss rate and slows down
the computation. Second, the inference framework runs with multi-
threading parallelism on the smartphone, the skippable vectormulti-
plications in ConvReLU++ are unable to fully utilize the parallelism
as dense matrix multiplication. Third, the model used on Arduino
Nano is int8-quantized, but the hash function in our ConvReLU++
kernel is based on the float version model. Some of the above is-
sues can be mitigated with engineering efforts, which we leave
for future work. Nevertheless, the latency reduction is at a similar
level as FLOPs reduction, which demonstrates the compatibility of
ConvReLU++ with mobile platforms.

6.5 System Memory Overhead
ConvReLU++ does not have a time overhead since it requires no
training or preparation. The overhead of ConvReLU++ is mainly
on the memory because it requires extra space to maintain the
pre-computed references. We measure the memory taken by the
inference frameworks on the devices. As shown in Table 4, the
memory overhead of ConvReLU++ is almost negligible (less than
2.60%). This is a reasonable result since ConvReLU++ only needs to
retain a small number of input patches (i.e., the cluster centroids)
in the memory, which is minimal as compared with the memory
taken by the model and feature maps.
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Table 4: Latency reduction and memory overhead of ConvReLU++ on real edge devices.

Device Model + Dataset Original Lat. Our Lat. Reduced FLOPs Original Mem. Our Mem.

Smartphone ResNet50+Industrial Images 4.86s 4.47s (-8.02%) -11.81% 148.40M 152.30M (+2.6%)
Smartphone MobileNet-SSD+TSRD 1.08s 1.01s (-6.44%) -10.82% 83.10M 84.20M (+1.32%)
Smartphone SqueezeNet+ImageNet 0.24s 0.23s (-2.90%) -5.28% 43.50M 44.30M (+1.84%)
Arduino MobileNet+PnPLO 1.46s 1.33s (-8.91%) -9.54% 198.23K 200.61K (+1.20%)
Arduino MobileNet+COCO 1.46s 1.36s (-7.16%) -8.37% 198.23K 200.61K (+1.20%)

7 DISCUSSION
Implementation on accelerators. While we prototype the infer-
ence stage of ConvReLU++ on CPU, we expect that it can be ported
to and benefit from hardware accelerators. Taking GPU as an ex-
ample, our method is capable of improving the inference speed by
reducing the number of GPU threads needed for computing output
feature maps.

Compatibility with other optimizations. Modern inference
framework is very complicated with various other optimization
techniques (packing, Winograd, etc.) [23, 34]. Our current imple-
mentation does not consider these optimizations, but we expect
supporting them to be feasible since our kernel is parallelizable by
design.

Further accelerationwith training. Since ConvReLU++mainly
benefits from the similarity between input patches, it exists an op-
portunity to increase the similarity through training, which can
help to skip more negative-output vector multiplications.

Limitations. Firstly, the proposed acceleration method has dif-
ferent effects on multi-modal data, where continuous data with
strong continuity properties in the natural world, such as images,
will have better acceleration effects, while the acceleration effect
of text-based data is not as significant. Secondly, the acceleration
effect is more evident for shallower convolution layers due to the
spatial locality properties of the shallow features, which limits the
applicability of the method to deeper networks. The method also
does not support other activation functions like sigmoid. Finally,
the proposed conv-relu kernel may lose its acceleration effect in
certain scenarios, which needs to be further investigated. These
limitations highlight the need for further research to develop more
effective acceleration methods that apply to a wider range of net-
work structures and data types.

8 RELATEDWORK
Recent work on exploiting negative-outputs detections for CNN
acceleration can coarsely be divided into two groups, including
approximate methods and rigorous methods.

Approximate negative-outputs detection for single image
CNN inference. Before our work, many approaches are proposed
to utilize the output sparsity of Conv-ReLU structures. For example,
SparseNN [56] uses a low-rank approximation of original matrix
multiplications as the negative-output detector. SeerNet [6] quan-
tizes the original parameters, conducts low-bit multiplications, and
uses the low-bit outputs for negative-output detection.

USPE [43], PredictiveNet [30] and ComPreEND [24] propose
splitting values statistically based on significance for early negative

detection. LCCL [14] utilizes collaborative layers to early detect and
skip negative outputs calculations. However, the reduced computa-
tions in these approaches are not completely unnecessary, which
may influence the prediction results.

Approximate negative-outputs detection for continuous
video CNN inference. In video analysis tasks, there are natu-
rally more opportunities to skip unnecessary computations due
to the temporal locality. For example, Skip-Conv [16] proposes
to skip negative residual areas in video frames and only update
value within non-negative residual areas. DeepCache [53], Recur-
rent Residual Module (RRM) [37] and CBinfer [7] cache input and
output feature maps from previous frames at every convolutional
layer to process the differences, increase sparsity and then accumu-
late the outputs together with dense outputs from previous frames.
DeltaCNN [38] performs all operations sparsely, by comparing only
the input features (camera image) against the complete previous
input, propagating the sparse feature updates throughout all layers.

Rigorous negative-outputs detection for continuous video
CNN inference. Wakatsuki et al. [46] propose the first lossless
accelerationmethod that only leverages temporal locality to identify
negative-outputs areas for continuous vision inference. Our method
can losslessly accelerate general vision tasks (both single image and
continuous video) via rigorous negative-outputs detection without
failures. Many other system optimization techniques that do not
change the model structures or operators are also able to achieve
lossless acceleration. Our work is orthogonal with them.

9 CONCLUSION
In this paper, we propose to losslessly skip vector multiplications
in Conv-ReLU layers via foreseen output sparsity. Specifically, Con-
vReLU++ utilizes pre-computed references to identify negative-
output vector multiplications that can be skipped. The main tech-
niques in our approach include a hash-based reference selection
mechanism, a tight upper-bound calculation method, and an end-to-
end implementation on mobile platforms. Experiments have shown
that ConvReLU++ achieves 2.62% to 43.77% computation reduction
on various common deep vision tasks. We have also implemented
themethod on popular mobile inference frameworks including ncnn
and TFLM, which can be used by edge AI application developers
transparently without modifying the model.
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