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In the past few years, Transformer has been widely adopted in many domains and applications because of its

impressive performance. Vision Transformer (ViT), a successful and well-known variant, attracts considerable

attention from both industry and academia thanks to its record-breaking performance in various vision tasks.

However, ViT is also highly nonlinear like other classical neural networks and could be easily fooled by both

natural and adversarial perturbations. This limitation could pose a threat to the deployment of ViT in the

real industrial environment, especially in safety-critical scenarios. How to improve the robustness of ViT is

thus an urgent issue that needs to be addressed. Among all kinds of robustness, patch robustness is defined

as giving a reliable output when a random patch in the input domain is perturbed. The perturbation could

be natural corruption, such as part of the camera lens being blurred. It could also be a distribution shift, such

as an object that does not exist in the training data suddenly appearing in the camera. And in the worst case,

there could be a malicious adversarial patch attack that aims to fool the prediction of a machine learning

model by arbitrarily modifying pixels within a restricted region of an input image. This kind of attack is also

called physical attack, as it is believed to be more real than digital attack. Although there has been some work

on patch robustness improvement of Convolutional Neural Network, related studies on its counterpart ViT

are still at an early stage as ViT is usually much more complex with far more parameters. It is harder to assess

and improve its robustness, not to mention to provide a provable guarantee.

In this work, we propose PatchCensor, aiming to certify the patch robustness of ViT by applying exhaus-

tive testing. We try to provide a provable guarantee by considering the worst patch attack scenarios. Unlike

empirical defenses against adversarial patches that may be adaptively breached, certified robust approaches

can provide a certified accuracy against arbitrary attacks under certain conditions. However, existing robust-

ness certifications are mostly based on robust training, which often requires substantial training efforts and

the sacrifice of model performance on normal samples. To bridge the gap, PatchCensor seeks to improve the

robustness of the whole system by detecting abnormal inputs instead of training a robust model and asking it
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to give reliable results for every input, which may inevitably compromise accuracy. Specifically, each input is

tested by voting over multiple inferences with different mutated attention masks, where at least one inference

is guaranteed to exclude the abnormal patch. This can be seen as complete-coverage testing, which could

provide a statistical guarantee on inference at the test time. Our comprehensive evaluation demonstrates

that PatchCensor is able to achieve high certified accuracy (e.g., 67.1% on ImageNet for 2%-pixel adversar-

ial patches), significantly outperforming state-of-the-art techniques while achieving similar clean accuracy

(81.8% on ImageNet). The clean accuracy is the same as vanilla ViT models. Meanwhile, our technique also

supports flexible configurations to handle different adversarial patch sizes by simply changing the masking

strategy.

CCS Concepts: • Software and its engineering→ Software reliability; • Computing methodologies→
Artificial intellgence;

Additional Key Words and Phrases: Adversarial patch, neural networks, robustness certification, vision trans-

former, certified accuracy, deep learning

ACM Reference format:

Yuheng Huang, Lei Ma, and Yuanchun Li. 2023. PatchCensor: Patch Robustness Certification for Transformers

via Exhaustive Testing. ACM Trans. Softw. Eng. Methodol. 32, 6, Article 154 (September 2023), 34 pages.

https://doi.org/10.1145/3591870

1 INTRODUCTION

As the core to the success of many intelligent systems, Deep neural networks (DNNs) are widely
adopted across various industrial applications and domains. With the substantial advance in Deep

Learning (DL) techniques, there is also an increasing trend to deploy DL models in the physical
world in safety-critical scenarios, e.g., face authentication on smartphones [74], driving assistance
on autonomous cars [85], and intruder detection on surveillance cameras [15]. However, DNNs
are well-known for their nonlinear property, which makes them highly sensitive to perturbation
in their input space. Both natural perturbations [32] and evasion attacks [61, 76] could pose threats
to these DL models. As an alternative to Convolutional Neural Network (CNN) in vision tasks
and recurrent language model (e.g., Recurrent Neural Network and Long Short-term Memory)
in language processing tasks, Transformers [18, 80], the current state-of-the-art (SOTA) DNNs,
still suffer from this sensitivity. This limitation is one of the major threats to deploying DNNs in
safety-critical scenarios.

To address this issue, both the Software Engineering (SE) community [19, 37, 44, 52, 72, 81,
82, 95, 96, 96, 97, 101, 102] and the Artificial Intelligence (AI) community [12–14, 30, 43, 54,
57, 59, 64, 66, 67, 88, 89, 99] are trying to improve the DL models’ robustness through training,
testing and verification. Related work can be roughly categorized into two types: (1) Improve model
robustness in the digital domain. (2) Improve model robustness in the physical domain. The issue
of digital domain robustness was first discovered by Goodfellow et al., and it is formalized as
the well-known adversarial attack [26]. The model is defined as robust when its prediction is stable
with a adversarially generated global Lp -bounded perturbation (p = 1, 2,∞, ...).

More recently, researchers have found that the attacks applied to the whole image with small per-
turbations are hard to implement in real world. The reasons are fourfold: (1) In practical scenarios,
noisy physical environments can destroy the perturbations created by digital attack [48]; (2) the
small magnitude perturbation may be missed by the camera because of sensor imperfections [20];
(3) it is challenging to create an attack modifying the whole background in the real world [20];
(4) printing small magnitude perturbations is less effective [20, 102]. Because of these practical
concerns, patch attack (or physical attack) [8, 20, 70, 77, 102] is proposed, which is believed to be a
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real threat and has a more realistic attacking scenario than digital attacks. Its perturbation is limited
in a given region with no magnitude restriction. Along the line, researchers found that an attacker
can fool the DNN in a self-driving car by attaching a printed sticker onto the road signs [21] or by-
pass face authentication by presenting a customized object in front of the camera [38]. In general,
patch attack can be very helpful for the developer to understand the vulnerability of the model’s
robustness under the patch-liked attacks/noises, so that to further propose techniques to counter-
act, since they can be highly relevant and linked to the safety and security issues. However, as the
patch attack has a totally different attack model from the digital attack, the defense for the digital
attack is usually hard to apply. With this real threat, it is thus urgent and necessary to propose a
defense mechanism that is specifically designed for the patch attack.

With the advance of related study of the model’s robustness against adversarial distribution
shift, there is also an ongoing trade in studying the natural distributional robustness of DNNs. Its
motivation is that the worst-case adversarial perturbations are unlikely to happen in reality, while
the corruptions usually seen in the natural environment can seriously influence models’ perfor-
mance. Similar to the adversarial setting, natural corruption can also be applied to the whole image
or a limited patch. Examples of the former can be gaussian noise or motion blur of cameras [32]
in the entire image. For the latter, it can be noise restricted to a patch [29] or occlusion in object
detection [98] and anomaly objects in the open-set video setting [3].

Regarding digital-domain robustness, the adversarial perturbations and natural perturbations
usually cannot be analyzed in the same framework as the attack magnitude is restricted by Lp -
bounded while the natural perturbations are generally unbounded. A recent study also points
out that there is a tradeoff between adversarial and natural robustness [58]. However, the patch
robustness of both adversarial and natural perturbations can actually be analyzed together. Both
set no restriction for perturbation magnitude, and only the patch size is limited. In this sense, given
the same patch region, if the robustness of the worst-case adversarial attack is guaranteed, then
the robustness of natural perturbations is also ensured.

Although patch robustness is important as it is closely related to both adversarial and natural
threats, related studies are still at the early stage. Various heuristic defenses [59, 64] have been de-
signed to improve patch robustness. However, these heuristic approaches are unable to guarantee
robustness against unseen adaptive attacks [13]. Some provable defenses were recently proposed
for adversarial patches. Most of them [43, 57, 88, 99] aim to design a model that can guarantee con-
sistent predictions on images with or without an adversarial patch. These approaches are mostly
based on the insight that the prediction can be made by aggregating local features extracted from
small independent receptive fields. The certified robustness is achieved by ensuring that the aggre-
gated result will not be dominated by a small number of potentially adversarial receptive fields. As
a result, they have to significantly compromise the prediction accuracy due to the lack of global fea-
tures. One recent work [57] in this type can only achieve a certified accuracy of 26.0% on ImageNet
under 2%-pixel adversarial patches.

Instead of attempting to hazardously make imprecise predictions in the presence of abnormal
patches, we argue that it might be more reasonable to warn the user if the input is potentially harm-
ful. For example, imagine a DNN is used for driving assistance, it would be desirable for the model
to show how reliable and precise it is when it gives a driving suggestion while informing the driver
about the risk if there is a situation that the model can not handle. Certified detection is designed
for this purpose. The Minority Reports Defense [54], PatchGuard++ [89], and ScaleCert [30] all
seek to detect the presence of an adversarial patch by partially occluding the image around each
candidate patch location and analyzing the predictions of all occluded images. However, the Mi-
nority Reports Defense cannot scale to complex high-resolution images (e.g., ImageNet) due to the
training difficulty and heavy computation overhead, and PatchGuard++ and ScaleCert are based
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on CNN backbones with small receptive fields (e.g., BagNet), which cannot sufficiently utilize the
global feature. As a result, how to obtain accurate and scalable robustness certification against
adversarial patches remains an open problem.

To this end, we introduce PatchCensor, a testing-based method to certify the robustness against
adversarial patches that can flexibly and accurately scale to complex images and different adver-
sarial patch sizes. PatchCensor falls in the category of certified detection and aims to warn the
user whenever an abnormal patch appears. As a testing-based method PatchCensor is zero-shot
(aka. requires no additional training) by directly reusing a pretrained ViT backbone for certifica-
tion. By providing the provable guarantee for the worst-case patch attacks, our method could also
be applied to the detection of the corrupted natural patch.

PatchCensor is explicitly designed for Transformer architecture because:

• Transformers have achieved state-of-the-art performance across both Natural Language

Process (NLP) and Computer Vision (CV) tasks.
• Recent studies show that Transformers are more vulnerable against physical-domain adver-

sarial patches [28], addressing the need to defend it.
• Prior work has shown that Transformer-based neural network architecture is robust against

absent blocks [60, 62], making it more reasonable to design mutation rules that explicitly
mask some blocks.

Although our mutation strategy is designed for Transformers and works at the abstract fea-
ture block level, we will focus on Vision Transformer (ViT) in the rest of the article, because
(1) most related work is designed and evaluated on vision tasks, and it would be more reasonable to
compare with them in the same domain, and (2) both adversarial patch attacks and corresponding
defense are formally defined in vision tasks but not in the natural language domain.

In a ViT model, the input image is partitioned into small patches. The patches are fed into several
Transformer encoder layers to exchange local information by attending to each other. The global
feature is obtained after the Transformer layers and used to classify the whole image. Such an
attention mechanism enables a convenient way to exclude local patches from an inference pass—a
patch can be excluded by masking the attention of other patches toward it. The remaining patches
can still interact with each other to obtain sufficient global information for prediction.

Given an input image of a machine learning model, PatchCensor checks whether the prediction
of the model may be controlled by an adversarial patch by testing it with different mutations. In
each mutation, we exclude a region of the image by manipulating the attention mask of ViT and
check whether the mutated inference can produce the same result as the original prediction. The
exhaustive testing is done if all possible locations of the adversarial patch are tested, and an input
is certifiably robust if all the tests reach a consensus on the same prediction. By designing the
optimal strategy of attention mask generation, PatchCensor can efficiently achieve full test cover-
age with a minimal number of mutations. Given a data distribution, the robustness certification of
PatchCensor is obtained by running exhaustive testing on the samples in the distribution. Similar
to most certification approaches [42, 87], the certified accuracy is calculated as the ratio of samples
that are correctly predicted and certifiably robust.

We evaluate PatchCensor on popular datasets, including ImageNet and CIFAR-10, with adver-
sarial patch sizes ranging from 0.4% to 25%. The results demonstrate that PatchCensor is able to
achieve significantly higher clean accuracy and certified accuracy than existing certified defenses.
In particular, PatchCensor is able to stably achieve a high test accuracy in the verified image sub-
set under different adversarial patch sizes, although the ratio of verifiable inputs decreases under
larger adversarial patches.
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Finally, we discuss the advantages and disadvantages of PatchCensor over the traditional cer-
tified recovery approaches. We empirically demonstrate the superior ability of PatchCensor in
dealing with images with a small region of interest (ROI). We also highlight the difference be-
tween the statistical certificate obtained by PatchCensor and traditional certificates, which has
rarely been discussed in literature before.

In summary, this article makes the following contributions:

• We originally propose a zero-shot, testing-driven certified defense against adversarial
patches by utilizing the characteristics of Transformer-based DNN architecture.
• We implement and test our method on popular datasets, including ImageNet and CIFAR-10,

and we demonstrate that our method can achieve state-of-the-art certified accuracy on the
datasets.
• We discuss the fundamental differences between certified recovery and certified detection

through experiments, which explains the better practicality of our approach.

To the best of our knowledge, PatchCensor is a very early work that investigates the machine
learning software security certification from the combined view of Transformer and exhaustive
testing. We demonstrate that this could be a promising direction with the advantage and practi-
cal usefulness compared with other state-of-the-art techniques, which potentially inspires future
research studies to safeguard the security of data-driven intelligent software.

2 BACKGROUND AND RELATED WORK

In this section, we first briefly introduce the background of the ViT and related work about its
robustness. Then, we discuss previous work that is relevant to safeguarding DNNs in two direc-
tions: (1) DNN testing, which aims to improve the safety, quality, and robustness of DL models
through empirical testing; (2) Patch Attack defense, which aims to defend DL models against the
worst-case adversarial threat.

2.1 Vision Transformer and Its Robustness

The ViT architecture [18] is proposed recently as an alternative to CNNs [75] in computer vision
tasks. ViT is inspired by the scaling success of self-attention-based architectures (in particular
Transformer [80]) on NLP tasks. In a ViT, an image is split into patches and converted to a sequence
of linear embeddings of these patches, which is then fed into a Transformer as the input. Image
patches are treated the same way as tokens (words) in an NLP application. By pre-training the
model on large amounts of data, it is able to attain excellent results as compared to convolutional
networks. Later studies [47, 93, 100] have shown that the Transformer architecture can achieve
state-of-the-art performance on most CV tasks.

Despite the great success of ViT, its robustness against adversarial attacks is still in doubt. Re-
searchers have found that ViT is robust toward occlusion and natural perturbations [5, 60, 62],
while it is vulnerable to adversarial attacks [4, 22, 28, 53]. Bai et al. [4] claim that transformers
are at least no more robust than CNNs when defending digital-domain adversarial perturbation,
while Gu et al. [28] point out that ViT is significantly more vulnerable against physical-domain
adversarial patches. Furthermore, Fu et al. [22] develop an attack framework called Patch-Fool
that targets the self-attention mechanism of the ViT specifically. They also find that ViTs become
weaker learners compared to CNNs under this setting, addressing the need for improving the ro-
bustness of ViT. In this work, we aim to design a certified adversarial patch defense based on ViT
by utilizing its strength (robustness to occlusion) to mitigate its weakness (vulnerability against
adversarial attacks).
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2.2 DNN Testing

How to improve the quality and robustness of DNNs and ensure their correctness at the deploy-
ment stage remains to be an open problem. In recent years, we have witnessed ongoing efforts
in the SE community trying to do quality assurance for DL models through testing. They can be
roughly categorized into two types: (1) those that aim to assess the quality of DNNs before deploy-
ment by synthesizing test inputs and (2) those that aim to capture subtle behaviours exhibited in
DL models at a single input level.

The former is motivated by the fact that testing data are expensive and often insufficient to as-
sess the quality of DNNs. Motivated by this, some testing techniques are developed to synthesize
test inputs to thoroughly test the DNNs [49, 51, 78, 84, 90, 94, 102]. The test generation process
can be guided through a series of DNN coverage criteria [50, 63]. The most relevant one is Deep-
Billboard [102], which aims to generate patch perturbations to test Autonomous Driving systems.
However, these testing techniques are parallel to our work as they focus on evaluating the quality
of DNNs at the development stage while we try to detect abnormal situations given a single input
at the deployment stage.

Another line of work tries to probe the boundaries of DNNs’ capability with a single test in-
put. Abnormal behaviour analysis tries to analyze the models’ behavior and understand when the
model could yield erroneous prediction [37, 44, 52, 72, 81, 95, 96]. This analysis can be done by
assessing the models’ uncertainty [52, 95, 96], by detecting whether the input instance is Out-of-

Distribution (OOD) or not [37, 44, 81], or by directly predicting the failure of the AI system [44].
Adversarial detection [19, 82, 97, 101] has a slightly different focus and tries to detect inputs that
are adversarially tampered with. Our work is orthogonal to them as we aim to perform exhaustive
testing for a given input to achieve a certified level guarantee, while most related work attempts
to provide empirical results.

Our work is built on a specific technique called testing by mutation. It has been widely used in
software engineering and has recently been adapted for testing complex DL-driven systems in both
the development [33, 34, 46, 51, 65, 78, 90, 94] and deployment [82] stages. The key to this technique
is to design suitable mutation operators carefully as different tasks (e.g., CV [65, 78, 90, 94] or
NLP [33, 46]) and different targets (e.g., model input mutation [33, 46, 65, 78, 90, 94] or model
mutation [34, 51]) may require totally different operators. PatchCensor apply exhaustive testing for
mutated model inputs at the deployment stage. The mutation operator is designed at the abstract
feature level. Although our discussion mostly centers around the context of computer vision, our
proposed mutation technique is general and could also potentially be applied to other application
scenarios with some adaptation.

2.3 Adversarial Patch Attack and Defense

Many studies have shown that DNNs could be vulnerable against adversarial attacks [26, 76]. Clas-
sical adversarial attacks are known as adversarial perturbations, aiming to generate a small per-
turbation added to the pixels of an image that can lead to misclassification.

Instead of the whole-image perturbations of classical adversarial attacks that may be unrealis-
tic in the real world [13], adversarial patch attack performs pixel modification within a restricted
region in the image, which is easily achievable in the physical environment (e.g., putting a sticker
on the traffic sign, wearing a specially designed glass or T-shirt, etc.). Brown et al. [8] first demon-
strated the feasibility of fooling an image classifier with a specifically crafted physical patch. Along
this direction, numerous other approaches [21, 35, 39, 69, 102] have been proposed to achieve
more practical and effective patch attacks, or test real-world AI-based software systems under the
adversarial patches.
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Fig. 1. An illustration of detection-based certified defense.

To better ensure the reliability of AI-based software, there also comes a recent trend to propose
security-defending techniques against adversarial patches, including heuristic defenses and certi-
fied defenses. Heuristic defenses [12, 14, 59, 64, 66] are mostly based on the empirical understand-
ing of existing attacks. Among them, empirical adversarial detection shares a similar setting with
us. The problem is formulated as a binary classification problem. Some approaches utilize another
machine learning model (such as DNN) to classify the inputs as natural or adversarial by directly
analyzing the input [25, 27, 56] or utilizing features extracted from the neural networks [1, 10, 83].
Another line of work tries first to analyze the DNNs to understand their internals and leverage
related knowledge for the detection [19, 45, 92]. Finally, some papers focus more on the input and
try to detect adversarial inputs through input reconstruction [55, 68] or feature squeezing [91].
However, such empirical attacks may fail on strong adaptive attacks [9, 13] and are thus unreliable
in safety-critical scenarios. Certified defenses, instead, aim to rigorously guarantee the robustness
of a given model to patch attacks. It is worth noticing that different from whole-image perturba-
tions, where adversarial and natural perturbations are hard to analyze in a uniform framework, it
is possible to unify both kinds of perturbations in the patch setting. In other words, given a fixed
patch size, once the robustness against the worst-case adversarial case is guaranteed, the safety for
natural perturbations can then be obtained also. Due to the promising capability to defend strong
adaptive adversaries, certified defenses have attracted many researchers’ interest in recent years.

At a high level, existing certified defenses mostly fall into two categories: certified recovery [13,
43, 57, 67, 88, 99] and certified detection [30, 54, 89]. Certified recovery aims to recover the correct
prediction on images with adversarial patches, while certified detection aims to detect adversaries
with a provable detection rate, as shown in Figure 1. In the following, we briefly introduce three
representative certification workflows that are closely related to ours, two for certified recovery
and one for certified detection. Notice that the success of the patch attack comes from the non-
linear property of the neural networks: a small local area can influence the prediction of the global
input. As a result, these works share a similarity that they all try to isolate or block the influence
of the adversarial patch through different perspectives.

(De)Randomized Smoothing (PatchSmoothing) [43] is one of the early attempts that belongs to
the certified recovery category. Its main contribution is to select only part of the image as one in-
put and perform multiple inferences across the whole image. There are two selection strategies in
the article: block smoothing and band smoothing. The block smoothing chooses a square with size
s × s as one input and enumerates all h ×w positions where h is the height of the image, and w is
the width of the image. When the center of the block hits the boundary of the image, PatchSmooth-
ing wraps around (e.g., use the pixels in the other three corners if the center is positioned in one
corner). After counting the inference results of all these squares, PatchSmoothing computes the
difference between top-2 classes, and if

Δ ≥ 2(m + s − 1)2, (1)
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then PatchSmoothing certifies the input with the label of top-1 class. Here Δ means the
difference,m is the size of the adversarial patch, and s is the square size. This threshold is decided
by the maximum number of patches the adversarial can control. Band smooth works similarly,
but instead, choosing a column with size s as the input and the threshold is

Δ ≥ 2(m + s − 1). (2)

PatchGuard [88] moves one step further. It utilizes a particular CNN called bagnet [7], which has
small receptive fields. The restricted receptive fields limit the effects of the adversarial patch. Based
on such a structure, PatchGuard proposes an element-wise linear aggregation method to replace
the original unsecured fully-connected layer, which will mix both benign and adversarial patches’
prediction results. The aggregation mechanism works as follows: It checks the prediction vectors
of all the sliding windows with a predefined size (adversarial patch size). If a sliding window with
the highest score with respect to one class exceeds a predefined threshold, then PatchGuard will
mask that sliding window and uses the remaining window to predict one class. Such a mechanism
is motivated by the observation that the adversarial patch will increase the score of a target class
to an extremely high value to surpass the original prediction.

These two certified recovery methods both utilize the voter mechanism, while the former en-
sures that the adversary will not influence the majority, and the latter ensures the suspicious voter
can’t control the result. We detail these two methods that are parallel to our work, because, in this
article, we want to discuss the difference between certified recovery and certified detection and
provide both practical concerns and experiment results for our choice of certified detection.

Minority Report (MR) [54], however, is a representative work of certified detection. For every
input, it also makes multiple inferences where each one is masked by an occlusion region s × s
that is two pixels larger than a predefined adversarial patch. The occlusion region slides across the
image (with size h ×w), which requires MR to collect results for (h − s + 1) (w − s + 1) inference.
MR only certifies the result if all predictions yield the same class. While in their implementation,
this requirement is relaxed by first discarding the lowest score to tolerate outliers and providing
certified results when the supported votes exceed a predefined threshold. Such relaxation will incur
false negatives but increase the overall performance.

The focus of this article is certified detection. PatchCensor differentiates existing certified de-
tection methods in three ways:

• PatchCensor is built on an exhaustive testing strategy and does not require extra effort to
train a model with patch robustness.
• Certification of PatchCensor works on a range of patch sizes instead of one fixed size, which

is more flexible.
• PatchCensor can be applied for patch sizes up to 25% (while most related work is evaluated on

2%-pixel attack), which could be more practical when detecting natural patch perturbations.

3 MOTIVATIONAL STUDY

Certified recovery and certified detection for adversarial patches both aim to improve the
robustness of DNNs and provide a formal guarantee. In this section, we present preliminary
experiments to show the shortcomings of certified recovery and our motivation behind choosing
certified detection.

Most existing certification approaches for adversarial patch defense are focused on certified
recovery. Such approaches are typically based on a special model (e.g., BagNet [7]) that gives
predictions with small receptive fields. They mostly require splitting the input image into small
regions, each of which is fed into the model to generate a local prediction. The defended prediction

ACM Transactions on Software Engineering and Methodology, Vol. 32, No. 6, Article 154. Pub. date: September 2023.



PatchCensor: Patch Robustness Certification for Transformers via Exhaustive Testing 154:9

is made by voting over all the local predictions, and the certification for an input sample is obtained
if sufficient local predictions vote for the same label, ensuring that an arbitrary adversarial patch
would not change the prediction. In other words, given Y classes, the image is certified as classA

if the following condition is satisfied:

VoteclassA
−VoteclassB

> threshold,

where VoteclassB
=max∀i ∈Y,i�A (Voteclassi

).
(3)

The threshold differs between different methods.
Although certified recovery is usually expected to provide a more rigorous and formal guarantee,

we believe that offering a lightweight and statistical guarantee for whether there is an attack may
be more practical for real-world applications.

• First, one obvious shortcoming of certified recovery is its limited performance (e.g., only
26.0% certified accuracy on ImageNet for the most recent work [57]). This often makes such
defense impracticable for real-world scenarios.
• Second, optimizing the model for both clean and adversarial inputs would inevitably de-

crease the model’s accuracy in all existing certified recovery approaches, which may harm
the user experience in normal settings. However, it is hard for the current certified recovery
method to achieve moderate certified performance without such optimization. Besides, such
optimization, usually done by re-training or even training from scratch, may take more time
and computing resources.
• In addition, we observe that recovering the correct prediction under the presence of adversar-

ial patches is difficult or even impossible in some cases, e.g., when the critical ROI is hidden
by an adversarial patch. Such a mechanism may be difficult to deal with images with a small
ROI, where most local voters may not get enough information to produce the correct pre-
diction.With the advance of camera technology, it is more common to have high-resolution
pictures nowadays, leading to a much smaller ROI in practice than the popular MNIST and
CIFAR-10 datasets.

To further validate our observation and hypothesis, we performed a motivational study by con-
ducting studies to investigate two state-of-the-art certified recovery approaches, i.e., PatchGuard

(PG) [88] and De-randomized Smoothing (DS) [43].
Specifically, we rescale each image in CIFAR-10 to a smaller size and pad the image to the orig-

inal size, as shown in Figure 3. In this way, we can control the ROI size of each image. Since the
images after resizing are different from the original ones, we have to retrain the models. We train
the De-randomized Smoothing ResNet (DS-ResNet) from scratch for 200 epochs, using the
common settings in De-randomized Smoothing [43] and PatchGuard [88]. We evaluate these two
methods with 2.4% adversarial patch size and record the distribution shift of the voting differences
(VoteRank1_class −VoteRank2_class ), as shown in Figure 4.

It is obvious that when the ROI becomes smaller, the margin between Rank-1 voting and Rank-
2 voting becomes smaller. If the voting margin of a sample is below a threshold, then the model
does not yield a certified result for the sample. The threshold can be understood more intuitively
for randomized Smoothing (as PatchGuard is based on the weighted sum and the voting value is
continuous), in which the threshold is computed by the Equation (2).

For example, if the m (target size to certify) is 5 (2.4% patch size) and the s (column size) is
4 (default setting), then the threshold is 16. In Figure 4, we can clearly see that the distribution
of De-randomized Smoothing for size 20 has just shifted to the left of 16. As a result, there is a
sharp drop in the certified accuracy at size 20. The detailed results can be found in Figure 9 (see
Section 5).
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Fig. 2. An illustration of the information used by different defense approaches for prediction and certification.
Certified recovery approaches are based on small local regions. Our method is based on the whole image
with a small region occluded.

Fig. 3. An illustration of image rescaling. The left one is the original image, and the right one is the image
after rescaling.

Fig. 4. The voting distribution of PatchGuard and De-randomized Smoothing with different rescaling sizes.
X-axis shows the value difference between top-2 voting. Y-axis is the number of samples that produce the
voting result.

We additionally analyze test instances that are predicted correctly but unable to certify in the
CIFAR-10 dataset to show that taking only local features as input may cause confusion for certified
recovery methods. In other words, the difference between the top-2 classes of these instances does
not exceed the threshold defined in these algorithms. The confusion matrix for those instances is
shown in Figure 5, where the y-axis indicates the true class, and the x-axis indicates the ranked-2
class. We can clearly find that for both methods, dog versus cat, car versus truck, and frog versus
bird are classes that are hard to certify. And these classes are sometimes hard to distinguish even
for humans, given only a small patch of the image, as shown in Figure 2
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Fig. 5. Confusion matrix for test instances that are unable to certify but predicted correctly. Y-axis indicates
the ranked-1 class and X-axis indicates the ranked-2 class.

The results of our preliminary study confirm that the certified recovery methods relying on
local features could have fundamental limitations in dealing with small-ROI images, making them
difficult to achieve reasonable certified accuracy in practice.

However, using as many patches as possible in the inference pass can provide sufficient infor-
mation for the models to predict. This can improve clean accuracy, especially under a small ROI.
However, increasing the number of patches in one inference will inevitably increase the chance of
including malicious patches and, as a result, increase the difficulty for the defense. Our work aims
to alleviate this dilemma by proposing a defense mechanism in a detection manner that can use
more patches to improve both clean accuracy and certified accuracy.

4 PATCHCENSOR: CERTIFIED DETECTION VIA EXHAUSTIVE TESTING

In this section, we originally proposed a testing-based certified defense technique against adversar-
ial patches, named PatchCensor. We first formulate the problem and formally define the properties
that we intend to certify; then, we present our technique and make high-level theoretical analysis.

4.1 Problem Formulation

To be general, our work shares the same threat model as existing recent state-of-the-art certified
defense work against adversarial patches [13, 43, 88, 99] (The attack and defense are both focused
on image classification context.). We useX ⊂ RW ×H×C to denote the distribution of images where
each image x ∈ X has widthW , height H , number of channels C . We take Y = {0, 1, . . . ,N − 1}
as the label space, where the number of classes is N . We use f : X → Y to denote the model that
takes an image x ∈ X as input and predicts the class label y ∈ Y .

Attacker capability. The attacker can arbitrarily modify pixels within a restricted region, and
this region can be anywhere on the image, even over the salient object. We assume that all ma-
nipulated pixels are within a square region, and the defender has a conservative estimate (i.e., .,
upper bound) of the region size. Our technique can be generalized to other patch shapes, as long
as the patch can be covered by a restricted rectangle, but we focus on square-shaped patches for
simplicity.

Formally, we assume the attacker can arbitrarily modify an image x within a constraint set
A (x ). We use a binary pixel block p ∈ P ⊂ {0, 1}W ×H to represent the restricted region, where
the pixels within the region are set to 1. Then, the constraint set A (x ) can be expressed as
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{x ′ = (1 − p) 	 x + p 	 x ′′}|x ,x ′ ∈ X,x ′′ ∈ RW ×H×C ,p ∈ P}, where 	 refers to the element-
wise product operator, and x ′′ is the content of the adversarial patch.

Attack objective. We focus on adversarial patch attacks against image classification models.
Given a deep learning model f , an image x , and its true class label y, the goal of the attacker is to
find an image x ′ ∈ A (x ) ⊂ X such that f (x ′) = y ′, where y ′ is an arbitrary incorrect class label
defined by the attacker and y ′ � y.

Defense objective. The role of the defender is to design a defended model д = ( f ,v ) : X →
Y × {0, 1}, where д(x ) = f (x ),v (x ), f (x ) ∈ Y is the classification result, and v (x ) ∈ {0, 1} is the
verification result indicating whether the prediction f (x ) can be verified (1 stands for “verified”).
A verified inference means this inference is not influenced by any attacker, and we can trust the
prediction made by the model.

The property to be certified. Based on the defense objective, we formulate the property to be
certified as follows: Given a model M and a data distribution D, we certify that for any x ∈ D, the
prediction M (x ) is correct and robust (cannot be falsified by an arbitrary attacker with ability A)
with a probability of θ .

Certification for neural networks in the form of statistical guarantee is not a new idea. Most
certified defending techniques in the digital attack domain [16, 42] also offer such a guarantee.
However, this formulation may cause confusion, since most previous certification work (including
certified detection, which is the topic and focus of this article) on patch attacks offers determined
certification results. On the one hand, we find that for PatchCensor and all the previous certified
detection work is, in reality, offering such statistical guarantee (discussed in Section 6), and we
believe it is necessary and important to reformulate the problem. On the other hand, we argue
that such a statistical guarantee is more practical in real-world applications. We will discuss more
on this later.

Evaluation metric. The defender aims to improve the quality of the defended model by im-
proving clean accuracy and certified accuracy. The clean accuracy accclean (the accuracy of f on
the original dataset X without considering verification) and the certified accuracy acccertified (the
ratio of images in X that are correctly and provably classified) are frequently used in prior work
to describe the performance of certified defenses. Formally,

accclean = Ex ∈X[l ( f (x ),y)], (4)

acccertified = Ex ∈X[l ( f (x ),y) v (x )], (5)

where l is the 0/1 error function.
In other words, the defender intends to maximize the ratio of verifiable inputs, measured by

rrobust =
|Xtrust |
|X| (6)

and the model accuracy in the trust domain

acc in-robust = Ex ∈Xtrust
[l ( f (x ),y)], (7)

so that it can retain high test accuracy and guarantee reliability on most inputs (Xrobust), while
raising a warning if the input x is potentially malicious (v (x ) = 0). The concept is similar to the
selective prediction approaches that try to integrate a reject option in the neural network [23]. Such
a rejection mechanism is helpful in many perception tasks in general where a fall-back solution
is available. For example, a driving assistance model can ask the human driver to take over or
perform a conservative operation when it’s not confident about the current situation.
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Fig. 6. The overall architecture and workflow of PatchCensor.

4.2 The Testing-based Defense

Our adversarial patch defense technique is designed upon the ViT architecture, by utilizing its
input partition nature and self-attention mechanism.

The summarized workflow of PatchCensor are shown in Figure 6. It can be viewed as a paired
function д = ( f ,v ), where f is a pretrained ViT model for prediction, and v is a verification func-
tion based on the ViT model. Given an input image x , PatchCensor produces a pair ( f (x ),v (x )),
where f (x ) is the predicted class of x and v (x ) represents whether the prediction is verified.

In PatchCensor, the input image is split into non-overlapping patches as in vanilla ViT models.
Suppose the input patch size is P × P in pixels, then the input image x ∈ X ⊂ RW ×H×C is
partitioned into a sequence of patches P = {pi |i = 1, 2, . . . ,n}, where n = nw ×nh =

W
P
× H

P
is the

number of patches. Each patch pi is then flattened, passed through a linear projection layer, and
added a position embedding to generate a patch embedding qi . A learnable [class] embedding
q0 is prepended to the sequence of embeddings, which is used to produce the class prediction after
passing through later layers.

Specifically, the patch embeddings are fed into multiple parallel Transformer encoder layers
T = {t0, t1, . . . , tk } to exchange information between local patches. The encoders share the same
weights of the ViT model f , while being used with different attention masks. Each Transformer
encoder tj produces an encoding of the [class] node, which is then passed through the MLP head
to produce a class prediction yj . We call the predictions produced with the masked attention maps
(i.e., y1,y2, . . . ,yk ) as masked predictions. To test whether there is an adversarial patch, we design
a special mutation operator that directly masks the attention maps. The predictions with different
masks can be seen as different mutations. The presence of the patch can be detected once we find
anomalies among the test results. We call the predictions produced with the masked attention
maps (i.e., y1,y2, . . . ,yk ) as mutations. The class prediction f (x ) is produced by the Transformer
encoder without mutation (i.e., y0), which is equivalent to a direct inference using the base ViT
model. The verification resultv (x ) is produced by voting over all of the testing results (y1 toyk ). We
ensure that at least one of the mutations is benign (i.e., can completely mask the adversarial patch
out), which vetoes the adversary’s target output even if all other predictions are compromised. The
prediction is verified if all Transformer encoders reach consensus (i.e., agreeing on the same class
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Fig. 7. Number of ViT patches affected by different sizes of adversarial patches. P and Wadv represent the
widths of the ViT input patch and adversarial patch, respectively.

prediction). As we enumerate all possible positions for the potential adversarial patch in this test
generation process before masking, this test can exhaustively cover all corner cases, meaning that
we complete a full-coverage testing.

Ideally, if testing can be done on all possible situations and these test cases are all passed (produc-
ing correct and consistent output), then the exhaustive testing would be equivalent to a rigorous
verification. However, directly testing all possible adversarial patch positions is computationally
infeasible and impractical considering its combinatorial complexity. Our mask strategy plays a
role similar to the abstract set in abstract interpretation [17], providing a convenient (due to the
natural robustness of self-attention architecture) and efficient (due to the reduced search space)
way to achieve exhaustive full-coverage testing.

As a concrete example, we illustrate our method in Figure 6. Suppose we use a ViT model with
30 × 30 input resolution and 10 × 10 input patch resolution as the base model. An input image will
be partitioned into 3× 3 patches. To defend against adversarial patches with 5× 5 resolution, we let
each mask exclude 2 × 2 local patches, i.e., a square region with 20 × 20 resolution. By sliding the
2 × 2 mask over all local patches in the image, we can obtain four (2 × 2) possible mask locations
and guarantee at least one of the mask locations can completely hide the 5 × 5-pixel adversarial
patch. A certified prediction is produced if the four masked predictions vote for the same class as
the non-masked prediction.

4.3 Mutation Strategy

The certification capability of PatchCensor is achieved by testing with different mutations, while
ensuring that at least one of the mutations can lead to an uninfluenced prediction (i.e., the corre-
sponding attention mask can exclude the adversarial patch). The idea is analogous to Byzantine
Fault Tolerance [11], where the benign voter can control the final result.

Each mutation leverages a different attention mask for inference. The key to designing the at-
tention masks is to determine how many local input patches might be tainted by the adversarial
patch (i.e., containing pixels belonging to the adversarial patch). Since the input partition plan is
fixed and the adversarial patch is at an arbitrary location in the image, we need to consider the
worst case, i.e., the maximum number of input patches that may be tainted by the adversarial
patch.

Our masking strategy is based on the observation that, in an image that is partitioned into non-

overlapping P ×P-pixel patches, an adversarial patch withWadv ×Hadv resolution can affect at most

NW ×NH input patches, where NW = 
Wadv

P
� + 1 and NH = 
Hadv

P
� + 1. For example, as illustrated

in Figure 7, if the widthWadv of a square adversarial patch is smaller than the input patch width
P , then four input patches may be tainted (if the adversarial patch is at the joint of 2 × 2 input
patches). Similarly, a square adversarial patch withWadv ∈ (2P , 3P ) may affect at most 4×4 input
patches.
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We emphasize that our masking strategy here ensures that for any object at any location with
any shape, as long as it can be restricted to a rectangle with shape NW × NH , there must be a
masking that can mask this object out. This flexibility makes it possible to detect both adversarial
patches and abnormal objects in practice, while previous work often requires fine-tuning the model
for a specific patch size.

Specifically, given the maximum rectangle shapeWadv ×Hadv of the adversarial patch, we can
compute the minimum size NW × NH for the attention mask. By sliding the mask over the whole
input patch grid with a stride of 1, we can enumerate all k possible locations of the mask, where

k =
(W
P
− NW + 1

)
×
(H
P
− NH + 1

)
. (8)

We can guarantee that at least one of the k masks can cover the arbitrary adversarial patch.
As we only mask a small proportion of the image and our base model is the powerful ViT, it is

relatively easy for all voters to reach a consensus for a correct prediction on clean data.

4.4 Certification Analysis

In this subsection, we provide analysis to show that PatchCensor can achieve the defender’s ob-
jective described in Section 3.

After obtaining the regular prediction of the ViT base model f (x ), the verification result of
PatchCensor is obtained by

v (x ) �
{

1, if f1 (x ) = f2 (x ) = ... = fk (x ) = f (x ),
0, otherwise,

(9)

where fj (x ) represents the prediction obtained by the ViT base model with the jth mask position
on the attention map.

For any verified clean data point x ∈ Xtrust and any adversarial example x ′ ∈ A (x ), we need to
ensure the adversarial patch is either ineffective or can be detected. Specifically, assuming x ′ can
pass the verification, we have

f1 (x ′) = f2 (x ′) = ... = fk (x ′) = f (x ′). (10)

Based on our masking strategy (Section 4.3), at least one of the masked predictions will exclude
the adversarial patch in x ′, i.e.,

∃j ∈ {1, 2, . . . ,k }, s.t. fj (x ′) = fj (x ). (11)

Since x is a verified input, we have f (x ) = fj (x ), and thus

f (x ′) = fj (x ′) = fj (x ) = f (x ), (12)

meaning the adversarial patch attack on x ′ is ineffective.
However, it is still possible that the benign voter(s) make mistakes. This will eventually lead to an

error as described in Section 6. However, such an error originates from the insufficient capability of
the base model and is not influenced by the attacker. This error can also be estimated before model
implementation as long as the data distribution for the benign patches (i.e., patches that do not
contain OOD objects or are not adversarially influenced) is similar before and after implementation.
Notice that the similar distribution assumption is one of the key assumptions in statistical machine
learning theory [36, 79]

The estimated upper bound of the proportion of instances that the benign voters make mistakes
is just (1−acccertified) on clean data. In other words, the probability of a correct and robust inference
θ as we mentioned earlier is acccertified. This estimated confidence can serve as an indicator of how
much we can trust the model when the full-coverage testing is passed.
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5 EVALUATION

To better understand the performance of PatchCensor and its relation with SOTA techniques from
different angles, we design four research questions.

We first investigate the performance of our method and compare it with both certified recovery
and certified detection methods in RQ1:
RQ1: How does the proposed system PatchCensor perform in terms of clean accuracy

and certified accuracy?

This research question aims to offer an overview picture for the comparison of all the methods
we have mentioned so far. To answer this research question, we select CIFAR-10 [40] and Ima-
geNet [41] datasets under different adversarial patch sizes as our subject datasets for evaluation,
which are also widely used in previous studies on adversarial patch defense. In addition to these
two default evaluation datasets in related literature, we also conduct experiments on the German

Traffic Sign Recognition Benchmark (GTSRB) dataset [71] and Food-101 dataset [6]. Resolu-
tion and number of instances usually reflect the difficulty of the dataset. We choose these four
datasets to represent different levels of CV tasks. Specifically, CIFAR-10 contains 60,000 images
with 32× 32 resolution, GTSRB contains 51,839 images with 48× 48 resolution, Food-101 contains
101,000 images with 384 × 384 resolution, and ImageNet contains 1,431,167 images with average
resolution 469 × 387. We report the clean accuracy and certified accuracy with 2.4% adversarial
patch size on CIFAR-10 and 2% on ImageNet, GTSRB, and Food-101 dataset, following the setting
in the previous work [13, 43, 54, 57].

After the general evaluation, we will verify the observations from our motivation study and
discuss the difference between our methods (certified detection) and certified recovery when the
area of ROI is small in RQ2:
RQ2: Does the proposed system PatchCensor achieve moderate certified performance

even for images with a small area of the region of interest (ROI)?

Specifically, the aim of RQ2 is to discuss the reason behind choosing certified detection instead
of certified recovery (as mentioned in the motivation study). Discussion on this decision is an im-
portant focus of this article, and RQ2 serves as a foundation for our further analysis in Section 6.
It is also worth noting that we have compared the performance of PatchCensor with advanced

Minority Report (MR+) in RQ1 and showed that PatchCensor achieves SOTA as a certified detec-
tion method. In RQ2, we aim to compare certified detection with certified recovery at the category
level. Therefore, we select the most competitive ones from each category and did not include the
second-best MR+ in this RQ.

After the discussion on certified detection and certified recovery, we then will offer an in-depth
analysis of certified detection. Our evaluation is thus turned to the comparison between PatchCen-
sor and the previous SOTA, MR+. One advantage of certified detection is its ability to defend the
adversarially controlled patch with extremely large sizes (e.g., up to 25% of the whole image). So
in RQ3, we want to investigate the performance of PatchCensor under such strong adversaries on
CIFAR-10, GTSRB, Food-101, and ImageNet:
RQ3: How does the proposed PatchCensor perform under strong adversaries?

Specifically, we increase the adversarial patch size from 0.5% to up 25%. Notice that it is possible
to detect natural abnormal objects under such a setting. Also, when the size of dropped patches is
large, fine-tuning may greatly influence the models’ performance. So, we also discuss the influence
of fine-tuning in this RQ. We do not report the results of certified recovery, because they are
incapable of dealing with such large adversarial patches. In our experiments, the training is even
hard to converge when the patch size is large.

Finally, performance improvement usually comes at a cost. We intend to understand what is
the computation overhead for PatchCensor across different adversarial patch sizes compared with
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previous state-of-the-art MR+. The overhead can be divided into two parts: the training time and
the inference latency. In this RQ, we mainly discuss the inference latency as it is the most important
factor in practical implementation:
RQ4: What is the computational overhead of PatchCensor compared with the state-of-

the-art certified detection technique?

Notice that according to the mechanism we described in Section 4, the larger the target patch
size, the fewer inference needed for PatchCensor. There is some trade-off in this relation as a
large patch will yield worse certified accuracy but lower inference latency. To investigate such a
relation, RQ4 includes experiments to guide choosing a suitable target patch size at runtime. We
also provide experiments to demonstrate the influence of different ViT variants. Similar to RQ3,
certified recovery methods will only provide trivial results when the patch size is large. Also, the
fundamental certification goal is different, so we do not perform the evaluation in this RQ.

PatchCensor is implemented in Python based on a pre-trained ViT-Base model variant with
16 × 16 input patch size (ViT-B/16) [86], which achieves 81.8% test accuracy on ImageNet.1

To support our large-scale evaluation, experiments were conducted on a Linux server with
4 Nvidia V100 GPUs. All the experiments take around 1,200 GPU hours. In the rest of this sec-
tion, we summarize the key results for each of the studied research questions. Our code is released
on the project website [2].

5.1 RQ1: Performance under Normal Setting

Experimental Settings. To evaluate the proposed PatchCensor under well-established settings,
we compare PatchCensor (PC for short) with eight state-of-the-art certified adversarial patch de-
fense techniques on CIFAR-10 and ImageNet as these two are, by default, the commonly-used
datasets in related literature. The compared methods include four recovery-based methods and
four detection-based methods. Recovery-based methods include Interval Bound Propagation

(IBP) [13], DS [43], PG [88], and BagCert (BC) [57], and detection-based methods include MR [54],
PatchGuard++ (PG++) [89], and ScaleCert (SC) [30]. Among them, MR is based on directly train-
ing (fine-tuning) a CNN model to classify the images with a square region occluded, thus can
achieve higher clean and certified accuracy. However, the original design of MR needs to enumer-
ate a lot of occlusion positions, which is computationally intensive for high-resolution images.
Thus, we additionally implement a more advanced version of MR, named MR+, by porting our
masking strategy to reduce its number of occlusion positions to the same as in Equation (8). We
also replaced the CNN backbone of MR+ with a pre-trained ResNet50 [86] that has similar perfor-
mance (81.1% accuracy on ImageNet) as the ViT backbone (ViT-B/16) used in PatchCensor.

After the experiments on CIFAR-10 and ImageNet, we further provide evaluations on GTSRB
and Food-101. We include four methods: DS, PG, MR+, and PatchCensor. We choose these four
methods because (1) they achieve competitive performance on CIFAR-10 and ImageNet, (2) they
are representative methods in related areas, and (3) they are open-sourced.

Result. We first compare our approach with existing certified defense approaches in terms
of clean accuracy and certified accuracy. As shown in Tables 1 and 2, our approach is able to
obviously outperform the SOTA techniques with a clean accuracy of 81.8% and a certified accuracy
of 67.1% on the challenging ImageNet with 32 × 32-pixel adversarial patches. Due to the design
of PatchCensor, its clean accuracy remains the same as the base ViT model, which can be even
further improved by using better base models.

The results of detection-based approaches (including ours) are not directly comparable with the
recovery-based approaches, because they are designed for different goals. However, we notice that

1All the source code, documents, and scripts are made available at the project website [2].

ACM Transactions on Software Engineering and Methodology, Vol. 32, No. 6, Article 154. Pub. date: September 2023.



154:18 Y. Huang et al.

Table 1. The clean and Certified Accuracy of Different Certified Defenses on ImageNet and CIFAR-10

Method
ImageNet CIFAR-10

(2% patch size) (2.4% patch size)
accclean acccertified accclean acccertified

Recovery

Interval Bound Propogation (IBP) [13] N/A 47.8 30.8
De-randomized Smoothing (DS) [43] 44.4 14.0 83.9 56.2

PatchGuard (PG) [88] 43.6 15.7 84.6 57.7
BagCert (BC) [57] 45.2 22.9 86.0 60.0

Detection

Minority Reports (MR) [54] N/A
78.8 77.6
90.6 62.1
92.4 43.8

PatchGuard++ (PG++) [89]

62.9 28.0 84.8 68.9
62.7 32.0 82.5 71.7
62.1 35.5 80.2 74.3
60.9 39.0 78.0 76.3

ScaleCert (SC) [30] 58.5 55.4 78.9 75.3
Minority Reports Adapted (MR+) 75.5 56.3 97.7 83.3
PatchCensor (PC, our approach) 81.8 69.4 98.7 84.1

The numbers of IBP, DS, PG, BC, MR, PG++, and SC are directly copied from their paper. Note that the results of IBP

and MR on ImageNet are not available, because they are computationally intensive or even infeasible on

high-resolution images.

Table 2. The clean and Certified Accuracy of Different Certified Defenses on GTSRB and Food-101

Method
GTSRB Food-101

(2% patch size) (2% patch size)
accclean acccertified accclean acccertified

Recovery
De-randomized Smoothing (DS) [43] 52.73 15.97 50.15 17.33

PatchGuard (PG) [88] 68.64 33.61 76.15 46.57

Detection
Minority Reports Adapted (MR+) 96.36 54.65 84.68 64.80
PatchCensor (PC, our approach) 99.89 83.71 83.39 67.61

We fine-tune the models on GTSRB for 30 epochs and Food-101 for 60 epochs. All the models are fine-tuned with

respect to the given patch size.

our approach was able to achieve a much higher certified accuracy than recovery-based methods,
so it may be more practical to use in the real world. The main reason is that the certified detection
is based on voting over predictions with a small region excluded, which can still provide sufficient
global information, rather than in recovery-based approaches where each voter is based on a small
local patch.

As compared to other SOTA certified detection approaches, PatchCensor could achieve higher
certified accuracy on all four datasets. The results of clean accuracy are similar except for MR+
on Food-101, which means ViT-base performs slightly worse than ResNet-50. Notice that here
we train both models with the same configuration (randomly occluded patches in the same size),
to be relatively fair for comparison. The results indicate that the training configuration might
not be optimal for ViT, which could still have some room for further improvement. Even though,
under such a non-optimized configuration, the experiment results still confirm the effectiveness
of our method in terms of certified accuracy. The result shows that the superior certified accuracy
of PatchCensor comes not only from the better base performance of ViT but is also a result of
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Fig. 8. Illustration of the annotation.

the combination of PatchCensor’s defense mechanism and ViT’s robustness against the absent
patch.

Answer to RQ1: PatchCensor outperforms existing certified recovery methods by a large
margin and also achieves higher clean accuracy and certified accuracy compared with other
certified detection methods in most settings.

5.2 RQ2: Performance under Small ROI

Experimental Settings. In this research question, we want to evaluate the performance of Patch-
Censor under small ROI, as compared with the certified recovery methods mentioned in Section 3.
The adversarial patch size we aim to certify in this RQ is 2.4%, which is 5×5 patch in a 32×32 image.
We choose this patch size as it is the default setting in certified recovery work. We first perform
rescaling for each image in the CIFAR-10 dataset so the ROI can be controlled. Then, we retrain the
DS-ResNet on the rescaled image following the default setting in De-randomized Smoothing [43]
and PatchGuard [88]. To further validate the PatchCensor can perform well on small ROI, we ad-
ditionally design two experiments on the ImageNet visual object detection [73] and PartImageNet
dataset [31]. The former includes bounding box annotations for the target object (as shown in Fig-
ure 8(a)) in the image and could serve as an indicator of how large the ROI is. We compute the
ROI by dividing the bounding box’s area by the whole image’s area. The latter includes more fine-
grained per-pixel part annotations, and each object is partitioned into smaller parts (as shown in
Figure 8(b)). As current certified recovery methods usually rely on local features for inference and
verification, the area of object parts could also stand for ROI. The ROI of PartImageNet is obtained
by dividing the area of the largest part by the area of the whole image. The model architectures
we used for all the methods here remain the same with RQ1.

Result. For the rescaled CIFAR-10 experiment, detailed result is shown at Table 3. We also
plot the changing trend of acccertified and acc in-robust for PatchCensor and other two techniques in
Figure 9.

One interesting observation is that certified recovery techniques (both the PatchGuard and De-
randomized Smoothing) experience a quick drop for both rrobust and acc in-robust when the image
size scales from 32×32 to 20×20. The rrobust of De-randomized Smoothing even drops to nearly 0
(1.24%) with the rescaling size 20, unable to give certified prediction anymore. The reason behind
this is the voting mechanism discussed in Section 3. While PatchCensor is able to remain a high
certified accuracy even with very small ROI.

For experiments on ImageNet object detection and PartImageNet, we first sort the image
according to ROI in ascending order and compute certified accuracy in 5-quantiles. The result
for the former is shown in Figure 10, and the result for the latter is shown in Figure 11. It can be

ACM Transactions on Software Engineering and Methodology, Vol. 32, No. 6, Article 154. Pub. date: September 2023.



154:20 Y. Huang et al.

Table 3. The clean Accuracy, Certified Accuracy, and Accuracy in Trust Domain Achieved by
PatchCensor (PC), PatchGuard (PG), and De-randomized Smoothing (DS) for 2.4%-pixel

Adversarial Patch Attack

Rescaling size
accclean acccertified acc in-robust

PC PG DS PC PG DS PC PG DS

32 (original size) 98.8 83.35 83.35 88.85 53.23 51.85 99.83 97.87 97.08

28 98.3 80.80 80.29 84.48 44.66 42.19 99.85 96.92 97.06
26 97.81 77.47 77.65 80.44 38.24 35.94 99.79 96.3 96.43
24 97.79 77.05 76.85 77.94 33.21 30.96 99.76 93.79 96.99
22 97.14 76.26 75.63 71.45 28.70 23.24 99.68 92.11 97.44
20 96.67 69.38 67.35 66.56 10.81 1.03 99.75 78.73 83.06

Fig. 9. Certified accuracy and accuracy in the robust domain of PatchCensor, PatchGuard, and De-
randomized Smoothing on rescaled CIFAR-10.

Fig. 10. Certified accuracy and accuracy in the robust domain of PatchCensor, PatchGuard, and De-
randomized Smoothing on ImageNet.

observed that PatchCensor can still have 51.0% certified accuracy on ImageNet object detection
and 72.6% on PartImageNet in the 0-20% region, while PatchGuard and De-randomized Smoothing
can only yield 18.7% (24.2%), and 11.0% (16.2%) certified accuracy, respectively.

It is worth noticing that acc in-robust of PatchCensor has some overlaps across different ROI on
ImageNet object detection and PartImageNet. This may be due to the fact that pre-trained models
on ImageNet may utilize other features in the image, such as texture instead of shape, as pointed
out by Geirhos et al. [24]. In such cases, using only local features may be enough. However, this
can be a kind of overfitting. Our controlled experiments on CIFAR-10 have no such issue. Despite
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Fig. 11. Certified accuracy and accuracy in the robust domain of PatchCensor, PatchGuard, and De-
randomized Smoothing on PartImageNet.

this, extra information such as texture could provide performance gain for certified recovery, and
we will discuss more in Section 6.

Answer to RQ2: PatchCensor is able to achieve moderate performance when ROI is small. It
can even maintain relatively good performance under small ROI at more complex and chal-
lenging ImageNet dataset.

5.3 RQ3: Performance under Strong Adversaries

Experimental Settings. In this research question, we evaluate the certification performance of
PatchCensor and MR+ with large adversarial patches whose size is up to 25.0%. We ignore certified
recovery work, because they only focus on small patches and are unable to handle large patches. On
the one hand, the certification technique yields few certified instances once the patch size becomes
large. On the other hand, it is much harder to train the model under such a setting. However, our
defense and other SOTA certified detection work focus mainly on masking strategy. It is possible
to certify instances even when the adversarial patches are large in size. Being able to certify inputs
with large patch sizes would also make it possible to detect abnormal scenarios other than the
adversarial setting, such as natural perturbation [29], occlusion in object detection [98], and open-
set detection [3]. As natural objects are often larger than commonly evaluated 2.0% patch size. In
the experiments, we select CIFAR-10, GTSRB, Food-101, and ImageNet as the subject datasets for
evaluation. For the models, ViT-B/16 (the same architecture in RQ1, RQ2) and ResNet50 pre-trained
on ImageNet are selected for PatchCensor and MR++ accordingly. Additionally, as we target a large
adversarial patch size in this RQ, fine-tuning on randomly dropped patches can potentially improve
the certified accuracy for both methods. As a result, we report the performance with/without such
fine-tuning to provide a more comprehensive analysis of both methods. This leads to eight groups
of experiments in total as shown below.

Result. We tested the defense effectiveness of PatchCensor and MR+ under different adversarial
patch sizes on four datasets, with a total of 112 configurations. The results for for CIFAR-10 are
summarized in Tables 4 and 5, results for GTSRB are summarized in Tables 6 and 7, results for Food-
101 are summarized in Tables 8 and 9, and the results for ImageNet are summarized in Tables 10
and 11.

For all four datasets, PatchCensor achieves better performance on the most important certified
accuracy metric than MR+ in most of the settings. The maximum difference is 40.73% on CIFAR-
10 without fine-tuning, and the minimum difference is 2.57% on GTSRB without fine-tuning. The
only exceptions are on the CIFAR-10 dataset with fine-tuning, where MR+ surpasses PatchCensor
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Table 4. The Clean Accuracy and Certified Accuracy Achieved by PatchCensor and MR+ on
CIFAR-10 under Different Adversarial Patch Sizes without Fine-tuning

Max Adv Patch Size
accclean acccertified rrobust acc in-robust

PC MR+ PC MR+ PC MR+ PC MR+

0.5% 98.74 96.80 94.57 79.48 94.89 79.84 99.66 99.55
2.0% 98.74 96.81 90.13 68.52 90.29 68.78 99.82 99.62
4.6% 98.74 96.80 84.12 54.90 84.24 55.07 99.86 99.69
8.2% 98.74 96.79 76.20 41.37 76.28 41.53 99.90 99.61
12.8% 98.74 96.81 67.41 31.32 67.46 31.53 99.93 99.33
18.4% 98.74 96.81 58.90 23.79 58.97 24.01 99.88 99.08
25.0% 98.74 96.79 48.52 18.50 48.57 18.63 99.90 99.30

Table 5. Clean Accuracy and Certified Accuracy Achieved by PatchCensor and MR+ on
CIFAR-10 under Different Adversarial Patch Sizes with Fine-tuning

Max Adv Patch Size
accclean acccertified rrobust acc in-robust

PC MR+ PC MR+ PC MR+ PC MR+

0.5% 98.77 97.61 95.70 90.59 96.05 90.97 99.64 99.58
2.0% 98.80 97.73 92.84 86.77 93.06 87.00 99.76 99.74
4.6% 98.81 97.70 88.29 83.30 88.42 83.46 99.85 99.81
8.2% 98.77 97.51 82.90 79.78 83.04 79.82 99.83 99.82
12.8% 98.76 97.35 75.52 74.91 75.99 75.04 99.91 99.83
18.4% 98.76 96.90 66.68 71.03 66.77 71.19 99.87 99.78
25.0% 98.75 95.57 55.89 65.60 55.95 65.77 99.89 99.74

Table 6. Clean Accuracy and Certified Accuracy Achieved by PatchCensor and MR+ on
GTSRB under Different Adversarial Patch Sizes without Fine-tuning

Max Adv Patch Size
accclean acccertified rrobust acc in-robust

PC MR+ PC MR+ PC MR+ PC MR+

0.5% 97.43 92.49 70.26 36.13 71.01 36.32 98.94 99.48

2.0% 97.43 92.48 40.89 22.04 41.31 22.06 98.97 99.93

4.6% 97.43 92.48 26.04 11.94 26.08 11.94 99.85 100

8.2% 97.43 92.49 18.39 7.19 18.42 7.21 99.87 99.78
12.8% 97.43 92.48 12.49 5.65 12.50 5.69 99.87 99.30
18.4% 97.43 92.49 8.99 4.73 9.02 4.79 99.74 98.68
25.0% 97.43 92.49 6.71 4.14 6.73 4.22 99.76 98.12

when the patch size is larger or equal to 18.4%. From the result, we infer that CNN, specifically
fine-tuned for patch drop, can be more robust than ViT on a simper dataset such as CIFAR-10.

As for the clean accuracy, PatchCensor is higher than MR+ on nearly all settings (ranging from
1.18% on ImageNet to 8.31% on fine-tuned GTSRB) except for Food-101 with fine-tuning. Still,
even under such a circumstance, PatchCensor has higher certified accuracy than MR+ across all
adversarial patches on Food-101.

Interestingly, both methods have the worst performance on the GTSRB dataset when the adver-
sarial patch size is large. It can be surprising that the certified accuracy of GTSRB is even lower than
that of ImageNet, which is believed to be far more complex than GTSRB. Also, fine-tuning plays
an important role in the performance, giving 26.87% improvement for PatchCensor and 19.02%
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Table 7. Clean Accuracy and Certified Accuracy Achieved by PatchCensor and MR+ on
GTSRB under Different Adversarial Patch Sizes with Fine-tuning

Max Adv Patch Size
accclean acccertified rrobust acc in-robust

PC MR+ PC MR+ PC MR+ PC MR+

0.5% 96.84 91.31 83.10 56.79 83.97 58.42 98.96 97.21
2.0% 97.09 92.53 70.33 48.35 71.21 49.43 98.77 97.81
4.6% 96.88 91.09 61.29 36.48 61.88 37.61 99.05 97.01
8.2% 97.65 91.23 49.29 27.78 49.89 28.35 98.79 97.96
12.8% 97.32 89.96 43.93 21.77 44.36 22.33 99.02 97.48
18.4% 96.52 90.15 35.61 18.38 36.08 18.65 98.71 98.51
25.0% 96.33 88.02 28.31 15.39 28.86 15.86 98.08 97.05

Table 8. Clean Accuracy and Certified Accuracy Achieved by PatchCensor and MR+ on
Food-101 under Different Adversarial Patch Sizes without Fine-tuning

Max Adv Patch Size
accclean acccertified rrobust acc in-robust

PC MR+ PC MR+ PC MR+ PC MR+

0.5% 86.46 84.45 77.08 66.28 81.04 68.62 95.11 96.59

2.0% 86.46 84.46 72.30 60.38 74.91 61.85 96.52 97.63

4.6% 86.46 84.46 66.60 53.36 68.26 54.38 97.56 98.12

8.2% 86.46 84.46 60.02 45.89 61.15 46.55 98.15 98.58

12.8% 86.46 84.46 52.82 38.71 53.61 39.17 98.52 98.82

18.4% 86.46 84.46 44.93 31.71 45.52 32.05 98.70 98.94

25.0% 86.46 84.46 36.61 24.74 37.09 25.03 98.73 98.83

Table 9. Clean Accuracy and Certified Accuracy Achieved by PatchCensor and MR+ on
Food-101 under Different Adversarial Patch Sizes with Fine-tuning

Max Adv Patch Size
accclean acccertified rrobust acc in-robust

PC MR+ PC MR+ PC MR+ PC MR+

0.5% 83.28 84.77 72.56 70.57 77.66 73.67 93.44 95.79

2.0% 83.39 84.68 67.61 64.80 70.93 66.86 95.32 96.91

4.6% 84.02 84.82 63.35 59.16 65.42 60.40 96.84 97.95

8.2% 84.80 84.47 58.65 53.24 59.96 54.18 97.81 98.27

12.8% 84.90 85.06 53.53 48.58 54.42 49.21 98.37 98.73

18.4% 84.97 85.30 47.22 44.33 47.92 44.83 98.55 98.88

25.0% 85.62 85.33 42.32 38.57 42.81 39.02 98.85 98.84

improvement for MR+ on certified accuracy. The reason may be that, compared with ImageNet,
the target object in GTSRB occupies most of the image. It is more likely that the dropped patch
is inside the target object and thus has more effect on the data distribution, interfering with the
model’s prediction. When the size of the dropped patch becomes large, important details may
be missed, causing a sharp decrease in performance. As such, we suggest fine-tuning the models
under a similar situation.

For other subject datasets we evaluated besides the GTSRB dataset, the fine-tuning process does
not influence the performance of PatchCensor too much. The average increase after fine-tuning for
PatchCensor in certified accuracy across all patches is 5.39%,−0.73%, and 4.44% for CIFAR-10, Food-
101, and ImageNet, respectively. However, MR+ relies heavily on fine-tuning. The corresponding
increase in certified accuracy is 33.23%, 19.02%, and 4.72% for CIFAR-10, Food-101, and ImageNet.
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Table 10. Clean Accuracy and Certified Accuracy Achieved by PatchCensor and MR+ on
ImageNet under Different Adversarial Patch Sizes without Fine-tuning

Max Adv Patch Size
accclean acccertified rrobust acc in-robust

PC MR+ PC MR+ PC MR+ PC MR+

0.5% 81.8 80.62 72.0 62.68 80.3 68.27 89.73 91.81

2.0% 81.8 80.62 67.2 56.02 73.5 60.24 91.35 92.99

4.6% 81.8 80.62 61.9 49.52 67.0 52.75 92.44 93.88

8.2% 81.8 80.62 56.4 42.94 60.4 45.46 93.29 94.46

12.8% 81.8 80.62 50.5 36.16 53.7 38.22 93.96 94.62

18.4% 81.8 80.62 44.1 30.05 46.7 31.70 94.57 94.78

25.0% 81.8 80.62 37.1 24.07 39.1 25.37 94.80 94.88

Table 11. Clean Accuracy and Certified Accuracy Achieved by PatchCensor and MR+ on
ImageNet under Different Adversarial Patch Sizes with Fine-tuning

Max Adv Patch Size
accclean acccertified rrobust acc in-robust

PC MR+ PC MR+ PC MR+ PC MR+

0.5% 82.70 75.59 73.67 61.84 81.88 70.99 89.98 87.12
2.0% 82.73 75.51 69.41 56.31 75.92 63.05 91.43 89.32
4.6% 82.67 75.49 64.97 51.23 70.27 56.56 92.45 90.57
8.2% 82.66 76.34 60.54 48.17 64.92 52.55 93.26 91.66
12.8% 82.55 76.20 55.38 43.39 59.08 46.99 93.73 92.35
18.4% 82.51 75.81 50.66 38.77 53.76 41.63 94.23 93.12
25.0% 82.49 75.50 45.62 34.79 48.24 37.34 94.56 93.19

Furthermore, the certified accuracy of PatchCensor without fine-tuning is higher than that of MR+
with fine-tuning on 16 of 21 cases on these three datasets. We can thus conclude that PatchCensor
can yield moderate performance on datasets similar to these three, even without fine-tuning. This
means that the pre-trained models can be directly combined with PatchCensor to increase its patch
robustness.

Meanwhile, it is interesting to notice that the accuracy of PatchCensor in the trust domain
(accin-trust) remained high (even slightly increases) under larger adversarial patch sizes for all
datasets. This means that PatchCensor can retain high usability under strong adversaries—even
though PatchCensor may raise more warnings (i.e., report more unverifiable input images) when
defending against stronger adversaries, it can still promise a high accuracy when it gives verified
predictions.

Answer to RQ3: PatchCensor outperforms MR+ in most scenarios on CIFAR-10, GT-
SRB, Food-101, and ImageNet datasets. It also retains high accuracy in the robust domain
(acc in-robust) even with large adversarial patches. Being capable of detecting large abnormal
patches makes it possible to use PatchCensor in more complex natural perturbation settings.

5.4 RQ4: Overhead of PatchCensor

Experimental Settings. In this research question, we investigate how much computation over-
head PatchCensor may incur. Typically, there are two kinds of overhead for DNN models when
conducting the certification. One is overhead for retraining/fine-tuning the model for the designed
property. The other is the certification latency.
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Table 12. Choosed ViT Variants for Latency Measurement The base model is what we use for evaluation in
RQ1, RQ2, and RQ3

ViT Variants Number of Parameters Clean Accuracy Patch Size Input size

ViT_s16_224 22,050,664 80.5% 16 224

ViT_b16_224 (base) 86,567,656 80.9% 16 224

ViT_l16_224 304,326,632 82.2% 16 224

ViT_b32_224 88,224,232 80.8% 32 224

ViT_b32_384 88,297,192 80.8% 32 384

Fig. 12. Certified accuracy and latency for ViT variants of different model sizes.

For training overhead, we have already provided results and analysis with/without fine-tuning
on four datasets in RQ3. For CIFAR-10, Food-101, and ImageNet, PatchCensor can yield moderate
results without any fine-tuning efforts. Another particular feature of PatchCensor regarding the
training overhead we want to emphasize here is that for both fine-tuning and certification, Patch-
Censor targets adversarial patches whose size is in a specific range (i.e., for all patches whose size
is smaller than a threshold). In contrast, MR and most other patch certification methods only target
adversarial patches with only one size.

For verification latency, we measured the latency of PatchCensor to verify an input image
against different adversarial patch sizes. Here, we compare our technique with the previous SOTA
MR+, as mentioned in the design goal of RQ4.

Results. We measure the verification latency of PatchCensor to see whether it is acceptable in
this RQ. As ViT has many variants, and the latency for them may have a high variance, we indepen-
dently provide results on each of them. We choose Vit_s16_224 (small), ViT_b16_224 (base), and
ViT_l16_224 (large) for investigating the influence of model size. We choose ViT_b16_224 (base),
ViT_b32_224 (base), and ViT_b32_384 (base) for investigating the influence of patch and input size.
Model details are shown in Table 12. We additionally provide the results on clean accuracy and cer-
tified accuracy evaluated on 1,000 randomly sampled images from ImageNet without fine-tuning
for defense. We hope this can serve as a guide for deployment in practice.

The results of the performance regarding the model sizes are shown in Figure 12. It is surprising
that the smallest model achieves both the best certified accuracy and lowest latency (similar latency
with MR+) among all the three variants. The reason may be that this smallest model does not overfit
the dataset compared to the other two bigger models and is thus more robust toward masking.
A similar result is also reported in Reference [60], where the smallest ViT has a high accuracy
for random patch drop when the information loss is high. For the other two variants, stronger
backbones produce slightly higher certified accuracy as we expected.

The results of the performance regarding the input and patch sizes are shown in Figure 13. These
three variants have similar certified accuracy with quite different latency. Given the same input
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Fig. 13. Certified accuracy and latency for ViT variants of different input and patch sizes.

size, a higher patch size for the base model will drastically lower the latency. The ViT_b32_224
achieves even lower latency than MR+. However, a smaller base patch will provide a more subtle
control of the certified patch size. As PatchCensor certifies the patch in range, its certified accuracy
is in the format of the step function, such as 0–16, 16–32, 32–48, ... for base patch equals to 16 and
0–32, 32–64, 64–96, ... for base patch equals to 32. If one wishes to certify a patch with a size 47,
then it is better to choose a small base patch (32–48) rather than a big base patch (32–64), because
the former can yield a better certified accuracy.

The results demonstrate that PatchCensor is better when using a smaller model with a large base
patch. Under such a scenario, PatchCensor can achieve lower latency than MR+ while providing
higher certified accuracy on a complex dataset.

Still, we want to emphasize that PatchCensor is not restricted to any kind of ViT variant. Even
with a large ViT with a small base patch, the higher latency incurred by PatchCensor is also a
meaningful tradeoff in some realistic scenarios because of the various benefits it provides, such
as no need for fine-tuning and higher certified accuracy. PatchCensor is also a flexible detection
framework that can work parallel with other methods. For real-time scenarios where the latency
constraint is tight, PatchCensor can be combined and play as a nice complement to other low-
latency algorithms, where it focuses on those critical frames that need rigorous analysis.

Answer to RQ4: PatchCensor requires much less effort in the training (fine-tuning) process
and can yield good performance even without fine-tuning. PatchCensor can provide high
certified accuracy with low latency when the base model is small, or its patch size is large.
Even when defending a large model, we argue the higher latency is an acceptable compromise
to the advantage it brings.

6 DISCUSSION

In this section, we further discuss the difference between certified detection and certified recovery.
We first discuss a scenario in which the defense of certified detection may be “bypassed.” This
discussion is ignored in previous work and could potentially misguide the readers. Still, we argue
that this kind of special case will not influence the practicability of certified detection. Then, we
discuss one possible direction for improving certified recovery.

6.1 A Special Case for Certified Detection

The certified property in certified recovery and certified detection is different. The former follows
the convention defined in digital adversarial defense literature: a model is said to be robust if
its inference remains the same in the neighbourhood of one input. The only difference is that the
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Fig. 14. The illustration that certified detection may fail at test time—the method may return “certified” for
attacked images.

neighbourhood is defined as Lp norm in a digital adversarial attack and is defined as a restricted size
patch in an adversarial patch attack. To certify such robustness, certified recovery needs to design
complicated strategies to ensure the model will yield the same results given only the local features.
However, PatchCensor, as well as other certified detection methods, only attempt to detect the
presence of abnormal input by making sure that at least one benign voter can control the inference.
The philosophy of certified detection can be summarized as follows:

Truth always rests with the minority, and the minority is always stronger than the majority.

However, What if the minority is wrong?
This is when the special case comes and why a test-time robustness guarantee can not be given

for PatchCensor and all other certified detection work so far. An illustrative example is shown
in Figure 14. When the majority voting result is the correct class while the other voting support
one other class (denoted as class B) unanimously, the prediction is correct. However, the certified
detection method will return a “not certified” result as the voting does not reach a consensus.
After the attackers perturb the image, the majority voting can all flip to class B. With the original
wrong voting, a consensus is reached, and the certified detection method returns a “certified” result
by mistake. This subtle difference is ignored in most existing certified detection approaches [30,
54, 89] as the base classifier is assumed to be powerful enough to avoid such cases. For example,
in Minority Reports [54], the authors said “...in a benign image, we expect it to be rare for any

3 × 3 regions in the prediction grid to vote unanimously for an incorrect class.” However, it is indeed
possible for the classifier to misclassify an image unanimously. Even powerful vision transformers
can make such mistakes on complex datasets like ImageNet, as we find in experiments. An example
of such is shown in Figure 15, where the perturbed image is certified as terrapin.

But before concluding that certified detection could be bypassed, we have to answer another
question: when will the minority make mistakes?

The error made by the benign voters is not controlled by any attacker or natural perturbation,
as their influence is completely masked out. It is only because the DL models are imperfect and
fail to fit the original distribution well. Moreover, this kind of error can be estimated by measuring
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Fig. 15. A real example that can crack the certified adversarial patch detection. The original image has
69 votes for class 35 (mud turtle) and 53 votes for class 36 (terrapin). The perturbed image has 122 votes
for class 36. The ground truth of this image is class 35. As a result, the model is correct but not certified
on the clean image and wrong but certified on the perturbed image. However, it is hard to distinguish mud
turtles from terrapin even for non-expert humans.

Table 13. Adding Additional Information Can Improve the Performance
of PatchSmooth

Single Channel Three Channel

Clean Accuracy 96.66% 100%

Certified Image Proportion 52.84% 86.03%

Accin-robust 99.9% 100%

when the detection method can return a certified and correct result on the clean dataset. This
measurement can provide us with a statistical certificate.

Another important fact is that in certified recovery techniques, “certified robust” also does not
mean “certified to be correct,” i.e., the images that pass the certification may also be incorrect due to
the imprecision of the models. From this perspective, although the robustness property (i.e., model
prediction does not change in the neighbourhood of one input) in common sense can be certified,
the guarantee for the model to be correct also comes with uncertainty. Actually, we can observe
that the acc in-robust of PatchCensor is always higher than the other two SOTA methods in Figure 9.
It is also worth mentioning that in the same experiment, when the ROI is small, there is also a
quick drop in accuracy for both certified recovery techniques.

To sum up, although the certification of PatchCensor (and other certified detection techniques)
is a statistical guarantee for a data distribution rather than a test-time guarantee for a certain
sample, we believe it is more useful in practice due to its superior performance.

6.2 A Possible Way to Improve Certified Recovery

Certified recovery methods aim to use only local features to give reliable predictions. As we have
shown in Sections 3 and 5, this can significantly influence their certified accuracy. However, addi-
tional features such as texture, the material and the object’s color may help the classifier predict
correctly even if only local features are provided. To confirm this, we additionally conduct an
experiment on a toy example.

MNIST is itself a single-channel image. We add two channels so that those grayscale images
become RGB images. We give different digits with different colors and test the performance of
PatchSmooth. The certification is done with band size = 2 and the adversarial patch size = 5. The
result is shown in Table 13.
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Fig. 16. Our masking strategy works on abstract feature level and can be applied to both images and text.

Although this is a toy example, it still demonstrates one possibility to improve the performance
of certified recovery methods. In real-world applications, it is possible to improve the robustness
of the camera-based autonomous driving system by diversifying the texture of the traffic signs or
adding other additional information. Securely adding more information to local patches could be
a potential direction for future certified recovery research.

7 THREATS TO VALIDITY

We summarize the threats to the validity of our study as follows:
Internal validity. The major threat to validity is whether the proposed method can detect ab-
normal cases and provide a rigorous guarantee. To mitigate this threat, we carefully develop our
mutation strategy and prove its correctness in Section 4. Through our evaluation, we also find a
possible scenario where the detection could fail and give a detailed discussion of the influence in
Section 6. Another threat to validity lies in the training/fine-tuning configuration under different
experiment settings. These settings can potentially influence the final performance, and it may
be unfair to compare different methods if set improperly. To reduce this threat, we refer to the
original paper for each method to find the best hyperparameters for training if they are reported.
We retrain/fine-tune the model under different experiment settings when it is necessary.
Construct validity. The construct threats mainly lie in the randomness inherent in our experi-
ments. Specifically, the latency measurement in Section 5 can be unreliable if only a limited number
of instances are tested. To reduce such threats, we conduct our experiments by first resizing all
the evaluation instances into the same size and recording the latency of each instance. The final
result is given by computing the average of the latency.
External validity. The evaluation dataset could be another threat to generalizability. To miti-
gate this threat, we evaluate our method on the popular CIFAR-10 and the more complex Ima-
geNet dataset. These two classical evaluation datasets can serve as indicators of how powerful our
method is. In addition, to validate PatchCensor can achieve moderate performance when ROI is
small, we test PatchCensor on PartImageNet and ImageNet object detection, which is closer to real
scenarios than the rescaled CIFAR-10.

8 CONCLUSION AND FUTURE WORK

In this article, we propose a simple yet effective certified defense against adversarial patches, which
utilizes the novel connection between adversarial patches and input patches in Vision Transform-
ers. We demonstrate the effectiveness and practicality of the defense on ImageNet and CIFAR-10,
as well as its flexibility to support different sizes of adversarial patches.

There are two possible directions for future work. First, we can extend PatchCensor for NLP
tasks with some adaptation as our masking strategy works on the abstract feature level, and it
does not matter whether the input is image or text, as shown in Figure 16. Another direction is
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to study the mutation strategy for multiple abnormal patches. The current form of this defense is
designed for a single adversarial patch, while other shapes of patches and multiple patches are not
handled yet. A problem with multiple patches might be that the number of necessary mutations
may be too large, to ensure at least one mutation can exclude the adversarial patches. This problem
can be solved by using more fine-grained attention masking strategies and/or probabilistic voting
mechanisms, which we leave for future work.
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